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Quantitative Asset and Risk Management
Admission test and interview

Admission test

The admission test is carried out as an electronic multiple choice test (duration: 60
minutes).

The following literature is recommended to help applicants prepare for the
Mathematics and Statistics test: Wirth, M., Preparation text for the admission test:
Mathematics, Returns and Statistics, Version 2026. Please find it attached.

In addition, English language skills are assessed in the multiple-choice test. If
necessary supplementary exams in English may be prescribed.

Permitted aids for the admission test:
e Electronic calculator (type Standard TR) integrated in the MC test
e a pen or pencil

e blank paper

Admission interview

After the admission test, all applicants will be invited to an admission interview. The
interview is scheduled for 15 minutes. Applicants are provided with relevant
information about the structure of the programme. In addition, the applicants’
motivation, English communication skills, and expectations are assessed.

Detailed information regarding the exact time slot and procedure for your admission
interview will be sent to you by email a few days after you took the admission test.

What happens after the admission interview?

Please refer to our Guide MA Application and admission for the further procedure.
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Preamble

This text is the sole document needed to prepare for the admission test to the study program Quanti-
tative Asset and Risk Management (ARIMA) at the University of Applied Sciences BFI Vienna. This
admission test will be conducted as a PC-based multiple choice test. During the test, applicants are
either asked to perform similar calculations as shown in the text or to use the definitions included for
a plausibility check on the presented answers.

Overall, this text contains six chapters, of which the first three discuss important mathematical con-
cepts such as algebra, the definition and properties of functions and the calculation of the derivative
of a function. Chapter 4 presents the fundamental concepts used for calculating the rate of return.
Returns and returns vectors are one of the most important inputs to models in mathematical finance
and are therefore part of almost every course covered during the ARIMA study program.

Chapters 5 and 6 highlight basic statistical concepts. Chapter 5 discusses the possibilities of descriptive
statistical methods used for analyzing and presenting given data sets. In the closing chapter the
theoretical concept of random variables is briefly introduced. Additionally some of the most important
theoretical probability distributions such as the Binomial distribution and the Gaussian distribution
are covered in some detail.

The preparation text was written by the members of the ARIMA-Team. Although we review it in
regular intervals, it may still include some typos and literal mistakes. Feedback is always welcomed!
We wish everyone reading this text a good time and hope that we will you at our admission test.

Best regards,
The ARIMA-Team December 2025 in Vienna, Austria
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1 Algebra

The major difference between algebra and arithmetics is the inclusion of variables in algebra. While
in arithmetics only numbers and their arithmetical operations (such as +, —, -, +) occur, in algebra
variables such as x and y or a and b are used to replace numbers.

The purpose of using variables is to allow generalisations in mathematics. This is useful because it
allows

e arithmetical equations to be stated as laws (e.g. a +b = b+ a for all a and b).
e reference to values which are not known. In context of a problem, a variable may represent a
certain value which is not yet known, but which may be found through the formulation and

manipulation of equations.

e the exploration of mathematical relationships between quantities.

1.1 Elementary algebra

In elementary algebra, an expression may contain numbers, variables and arithmetical operations.
These are conventionally written with <higher-powers terms on the left.

Ezxamples for algebraic expressions
1. x+2
2. 22 -2 +7
3. 8 +23(b+22) +atb—7

a®—4ab+3
4 a?—1

In mathematics it is important that the value of an expression is always computed the same way.
Therefore, it is necessary to compute the parts of an expression in a particular order, known as
the order of operations. In elementary algebra three mathematical operations are used. Algebraic
expressions can be linked via addition, multiplication and applying exponents. Additionally, algebraic
expressions can contain parenthesis and absolute value symbols.

The standard order of operations is expressed in the following list.



1 Algebra

1. parenthesis and other grouping symbols including brackets
2. absolute value symbols and the fraction bar

3. exponents and roots

4. multiplication and division

5. addition and substraction

The three basic algebraic operations have certain properties. These are briefly described in the following
list.

Addition The symbol for addition is 4+ and for its inverse operation substraction it is —. While addition
is associative! and commutative?, substraction is neither of them.

Multiplication The standard symbol for multiplication is -. Sometimes x is used as well. By con-
vention, the symbol for multiplication can be left out if the interpretation is clear. The symbol
for its inverse operation division is + or the fraction bar. Similar to addition, multiplication is
associative and commutative, while division is not. Furthermore multiplication is distributive?
over addition.

Exponentiation Usually exponentiation is represented by raising the exponent, e.g. a®. Like the two
inverse operations substraction and division, exponentiation is neither commutative nor associa-
tive. But it distributes over multiplication, as

(ab)® = a%b°

holds for all a,b and c.

L An operation ¢ is associative if and only if
(aob)oc=ao(boc)

holds for all a,b and c.
For example:
B+4)+5=74+5=12=349=3+(4+5).

2 An operation ¢ is commutative if and only if
acb=boa

holds for all @ and b.
For example:
3+4=7=4+3.

3 An operation * distributes over an operation o, if and only if

(avb)xc=a*cob*c

holds for all a,b and c.
For example:
(3+4)-5=7-5=35=15+20=(3-5)+ (4-5).
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Exponentiation has two inverse operations, the logarithm and the n'® root. For the logarithm
al%%ab = b = log, a®
holds for all a and b whereas for the root
(Va)’ =a
holds for all a and b.

Additionally the following equations hold

a% = ({L/&)m = nam7
abac — ab—Q—C’

Examples for elementary algebraic operations

1. Applying the multiplicative distribution rules for (22 + 22 — 1)(x + 2) we have
(2% +22 - 1)(z+2) = 2% + 227 — 2 + 22° + 42 — 2
=23 + 42 + 32 — 2.

2. For (a? — 3b)? we have
(a® — 3b)? = a* — 6a%b + 9b°.

3. A fraction like 54 + 32 4 42 can be simplified as

x2—1 z2—1
x+4 3x (x+4)+ (37) + 4z (2? — 1)
4 =
m2—1+x2—1+x x?2—1
_m+4+3x+4x374x _4:U3+4
a 2 -1 o217

For%—k%—xwehave

4 8 _43:—7:1:+8_—3x+8
77 - 7 - 7T

z2—1
z+1

Finally, is simplified as

?—1  (z+1)(xz—1)

_ —r—1.
1 1 v

4. Calculating with exponents simplifies (3a)? - (3a)” - a to

1 12,12
(3a)*- (3a)" - a = (3a)4+7(3§) = STG — gl1,12

and /7 - 22 to
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5. A standard multiplicative rule is that
(z+1)(z-—1)=a?—z+r—-1=2%—1

holds.

1.2 Equations

In general, an equation is a mathematical statement that asserts the equality of two expressions. It is
written by placing the expressions on either side of an equals sign =, for example

r+2=6
asserts that = + 2 is equal to 6.

Equations often express relationships between given quantities, the knowns, and quantities yet to
be determined, the unknowns. Usually unknowns are denoted by letters at the end of the alpha-
bet (x,y, z,w,...) while knowns are denoted by letters at the beginning (a,b,c¢,...). The process of
expressing the unknowns in terms of the knowns is called solving the equation.

The example stated above shows an equation with a single unknown. A value of that unknown for
which the equation is true is called a solution or root of the equation. In the example above, 4 is the

solution.

If both sides of the equations are polynomials the equation is called an algebraic equation.

1.2.1 Linear equations

The simplest equations to solve are linear equations that have only one variable. They contain only
constant numbers and a single variable without an exponent.

The central technique is add, subtract, multiply or divide both sides of the equation by the same
number in order to isolate the variable on one side of the equation. Once the variable is isolated, the
other side of the equation is the value of the variable.

In the general case a linear equation looks as follows
ar +b=c.

The solution is given by
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1.2.2 Quadratic equations

All quadratic equations can be expressed in the form
ar? +bx+c=0,

where a is not zero (if it were so, the equation would be a linear equation). As a # 0 we may divide
by a and rearrange the equation into the standard form

22+ pr+q=0.

Then the solution of the equation can be calculated by using the following formula:

2
p p

— Y 1.1

1,2 B | q ( )

A quadratic equation with real coefficients (a,b, ¢ € R) can have either zero, one or two distinct real
roots, or two distinct complex roots. The discriminant determines the number and nature of the roots.
The discriminant is the expression underneath the square root sign. If it is negative, the solutions are
complex (€ C) and no real root exists. If it is positive, the solutions are real (€ R) and if it is 0, there
is only one real solution (formally, the two real solutions coincide).

1.2.3 Exponential and logarithmic equations

An exponential equation is an equation of the form

a®=b for a > 0,

which has the solution
b log b

z =log,b= loga

when b > 0.

Elementary algebraic techniques are used to rewrite a given equation. As mentioned above this is used
to isolate the unknown and thus calculate the solution.

For example, if
3.227141=10

then, by subtracting 1 from both sides, and then dividing both sides of the equation by 3 we obtain
2v71 = 3.

Applying the natural logarithm (see section 2.6.6 for properties of the logarithmic functions) on both
sides we get
(x —1)log2 =log3
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or
_log3

1 ~ 2.5850.
log 2 *

A logarithmic equation is an equation of the form
log,z =15 for a > 0,

which has the solution

1.2.4 Radical equations

A radical equation is an equation of the form

I3

Tn =a m,n € N, n # 0.

For these types of equations two cases have to be considered separately.

o [f the exponent m is odd the equation has the solution

= Var = (%a)".

e [f the exponent m is even and a > 0 the equation has the two solutions

r=+Va"=%(a)".

Examples for solving equations

1. The equation 4z = 8 can be solved by dividing both sides by 4. The solution to the equation is
r = 2.

2. The equation 2 + 10z — 11 = 0 can be solved directly using the solution given in equation 1.1.
Asp=10 and ¢ = —11 we get:

T1o=—5++/25— (—11) = =5+ /36
r1=-5+6=1
3}2:—5—6:—11.

3. Let us consider?

By adding 2 to both sides, followed by dividing both sides of the equation by 4 we get

“For the definition of the logarithm to the base 10, denoted as log;,(-) see section 2.6.6.

10
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By applying the function
fz) =10
on both sides of the equation we obtain z — 3 = 10?> = 100 and = = 103 respectively.

. The equation
2
(r+5)3 =4

has an even exponent m = 2 and positive a = 4. Therefore there exist two solutions. We get

3
x+5:i(\/1) — 48
x1,2:—5i8

and x € {3,—-13}.

11



2 Functions

The first formalization of functions was created in the 17" century by Gottfried Wilhelm Leibniz. He
coined the term function to indicate the dependence of one quantity on another.

A function can be described as a <machine>, a <black box> or a «rule> that, for each input, returns
a corresponding output. Figure 2.1 shows a schematic picture of the relationships of a function f(z).

INPUT x
(
FUNCTION f:

)L

OUTPUT f(x)

Figure 2.1: A function f takes an input x and returns an output f(x).

2.1 Definition of functions

In formal terms a function f is given by
f:D—R
To distinguish the different sets involved in the definition of a function the following terms are used:

Domain The input « to a function is called the argument of the function. The set of all possible inputs
D is called the domain.

Range The output f(z) of a function is called the value. The set R of all possible outputs is called
the range.

Image The image of a subset A of the domain under the function can be defined as well. For A C D
the image of A under f is denoted f(A) C R and is a subset of the functions range.

12
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The image of the whole domain D under f is a subset of the range R as well. We have f(D) C R.
f(D) is sometimes simply referred to as the image of f.

Preimage The preimage of a subset B of the range of the function (B C R) under the function
f is the set A C D of all elements x for which f(z) lies within B, formally A = f~!(B) or
A={z e A: f(z) € B}.

Graph The set {(z, f(z)) : € D} of all paired inputs and outputs is called the graph of the function.
A function is fully defined by its graph. In case of a real-valued function f of real values, the
graph of f lies in the xy-plane.

2.2 Well defined functions

Generally spoken, a function is well defined if there is a unique f(x) for every x in the domain of
f. This means that a function is well defined if and only if all arguments = have only one possible
function value f(x) (or none).

For functions where the domain and the range consist of real numbers, there is a general rule to
determine if the function is well defined. This rule is called the vertical line test.

A curve in the xy-plane is the graph of some function f with R as domain and range, if
and only if no vertical line intersects the curve more than once.

Examples for different functions

1. The function of a simple parabola in the plane is defined by

f:R>R

T = 22

and shown in figure 2.2.

2. The function which aligns every integer number to the constant number 4 is defined by

fZ—7Z
T4

and shown in figure 2.3.

3. A function which aligns every number to its non-negative number is defined by

fR—=>R
x|z

and shown in figure 2.4.

13
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25

20

T
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15

T
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10

T
|

Figure 2.2: The polynomial function f(z) = 22 from -5 to 5.

5

4.5 2

Figure 2.3: The constant function f(x) =4 from -5 to 5.

Figure 2.4: The absolute value function f(x) = |z| from -5 to 5.

4. Furthermore, a function can be defined piecewise. That is a function which is defined by multiple
subfunctions, each subfunction applying to a certain interval of the main functions domain (a

14
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sub-domain):

f:R—>R
0, r<—1
= HV1I—22, —1l<az<l1
x, x> 1.

Figure 2.5 shows the graph of the function.

5 T T T T T T T T T

Figure 2.5: A piecewise defined function from -5 to 5 with a jump at x = 1.

There are many ways to describe or represent a function. Some functions may be described by a
formula or an algorithm that defines how to compute the output for a given input. A function can also
be presented graphically. Sometimes functions are given by a table that gives the outputs for selected
inputs. Furthermore a function can be described through its relationship with other functions, for
example as an inverse function or as a solution of a differential equation.

2.3 Properties of functions

It is not enough to say <f is a function> without specifying the domain and the range, unless these
are known from the context. For example, a formula such as

fx)=+vVa?—5x+6

is not a properly defined function on its own. However, it is standard to take the largest possible
subset of R as the domain (in this case z <2 or z > 3) and R as range.

2.3.1 Equations of functions

Well defined functions, which lie in the zy-plane can be represented by their equations. For a function
f(z) the equation can be obtained by replacing f(x) with y.

15
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For example, the function

fR—=R
x> —4dx +3

lies in the xy-plane. The equation for this function is y = x? — 4z + 3.

2.3.2 Monotone functions

A function whose graph is always rising as it is traversed from left to right is said to be an increasing
function.
Definition Let x; and x2 be arbitrary points in the domain of a function f. Then f is strictly
increasing if

f(x1) < f(x2) whenever x1 < xa.

A function whose graph is always falling as it is traversed from left to right is said to be a decreasing
function.
Definition Again, let z; and x5 be arbitrary points in the domain of a function f. Then f is strictly
decreasing if

f(z1) > f(x2) whenever z1 < z3.

Note that strictly increasing and strictly decreasing functions are always injective and therefore inver-
tible (see section 2.5).

2.3.3 Continuity

Another important property of functions is the property of continuity. A continuous function is a
function for which «small> changes in the input result in «<small> changes in the output. Otherwise,
a function is said to be discontinuous.

If the function is a real-valued function of real values and therefore its graph lies in the xy-plane, then
the continuity of the function can be recognized in the graph. The function is continuous if, roughly
speaking, the graph is a single unbroken curve with no gaps or jumps.

There are several ways to make this intuition mathematically rigorous. For example:

The function f: D — R is continuous at ¢ € D, if and only if for every € > 0 there is a
0 > 0 such that

for all z € D for which it holds that |[x — ¢| < 6 = |f(z) — f(¢)] < e.

More intuitively, we can say that if we want to get all the f(x) values to stay in some small
neighborhood around f(c), we simply need to choose a small enough neighborhood for the
x values around c. If that is possible, no matter of how small the f(c¢)-neighborhood is,
then f is continuous at c.

16
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A function f is said to be continuous if it is continuous at all points ¢ € D.
Ezamples of continuous and discontinuous functions

1. All polynomials are continuous, for example f(x) = 22 — 1.

2. The absolute value function f(z) = |z| is continuous.

3. The sign-function

1 ifx>0
sgn(z) = 0 ifx=0
-1 ifx<0

is not continuous, as it jumps around x = 0.

2.4 Operations with functions

In analogy to arithmetics, it is possible to define addition, subtraction, multiplication and division of
functions. Another important operation on functions is composition. When composing functions, the
output from one function becomes the input to another function.

2.4.1 Arithmetic operations

For this section we consider the two function f: D — Rand g: D' — R'.

Addition of functions The addition of two functions f and g is defined as

(f+9)(x) = f(z) + g(x).

The domain of the new function f + ¢ is the intersection of the domains of f and g. Formally,
we get DN D’ as the domain of the function f + g.

Subtraction of functions Similarly, the subtraction of two functions f and ¢ is defined as

(f = 9)(x) = f(z) — g().

Again, the domain of the new function f — g is the intersection of the domains of f and g.
Formally, we get D N D’ as the domain of the function f — g.

Multiplication of functions Additionally, the multiplication of two functions f and ¢ is defined as

(f-9)(x) = f(z) - g(),

where the domain of the new function f - g is the intersection of the domains of f and g. Again,
we get DN D’ as the domain of the function f - g.

17
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Division of functions Finally, the division of two functions f and g is defined as

(£) =12,
9 9(x)
In this case the domain of the new function f/g is the intersection of the domains of f and g
excluding the points where g(z) = 0 (to avoid division by zero). Note that the points x where

g(z) = 0 can be written as the preimage of the set containing 0 under the function g. We get
(DN D"\ g~*({0}) as the new domain.

2.4.2 Composition of functions

Now we consider a new operation on functions, called composition. This operation has no direct
analogy in arithmetics. Informally stated, the operation of composition is performed by substituting
some function for the variable of another function.

Definition Given functions f : D — R and g : D’ — R’, the composition of f and g, denoted by fog,
is the function defined by

(fog)(x) = f(g(2)).
The domain of f o g is defined as all x in the domain of g for which g(x) is in the domain of f. If we
denote the new domain with F, this means £ = {x € D’ : g(x) € D}.

Examples

1. Let f(z) = 2? — 3x + 4 and g(z) = 22 — 1. Then we have
a. (f+g9)(x)=22-30+4+22-1=222-3z+3
b. (f—z)(z)=2>-3z+4— (22 -1)=-32+5
c. (f-g)x)=%-3v+4)(2®—-1)=2*—-323+322+30—4
d. <§) (x) = %, which is defined for x € R\ {—1,1}.
2. Let f(x) = 2® and g(x) = 2? — 4. Then we have
a. (f+g)(@)=a3+2%—-4
b. (f—g)(z) =23 — 2>+ 4
c. (f-g)(x)=2a— 423

d. <§) (x) = x;‘—;, which is defined for z € R\ {—2,2}.

3. Let f(r) = 2% — 32+ 4 and g(z) = 22 — 1. Lets calculate f o g(x) and g o f(z).

18
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a. For f o g(z) we get
flg(x)) = (2* = 1) =3(2® = 1) +4 = 2" — 522 + 8.

b. For go f(x) we get
g(f(x)) = (2° =3z +4)? = 1 = 2* — 62 + 1722 — 24 + 15.

4. Let f(z) = x% and g(z) = 2 + 4. Lets calculate f o g(x) and go f(z).

a. For f o g(z) we get

b. For go f(x) we get

2.5 Inverse functions

In mathematics, an inverse function is a function that undoes another function. Two functions f and
g are said to be inverse to each other, if an input z into the function f produces an output y and
plugging this y into the function g produces the output x, and vice versa.

Ezample

Suppose ¢ is the inverse function of f. Then f(x) = y and g(y) = . Furthermore f(g(z)) = =, meaning
g(z) composed with f(z) leaves z unchanged.

A function f that has an inverse is called invertible. The inverse function is unique for every f and is

denoted by f~ L.

Definition and determination of the inverse function

Let f be a function whose domain is the set D and whose range is the set R. Then f is invertible if
there exists a function g with domain R and range D with the property:

f(z) =y if and only if g(y) = =.
If f is invertible, the function ¢ is unique and is called the inverse of f, denoted by f~1.

Not all functions have an inverse. For this rule to be applicable, each element y € R must correspond
to no more than one z € D. A function f with this property is called injective.

The most powerful approach to find a formula for f~! | if it exists, is to solve the equation z = f(y)
for y.
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Graph of the inverse function

If f and f~! are inverses, then the graph of the function y = f~!(x) is the same as the graph of
the equation & = f(y). Thus the graph of f~! can be obtained from the graph of f by switching the
positions of the  and y axes. This is equivalent to reflecting the graph across the line y = .

In figure 2.6 the graphs of the functions f(z) and f~!(x) of example 5 below are shown.

I I
31|~ f(x) :
— /(@)
2 |
1 |
0 |
_1 | | | | | | | | |
0 02 04 06 0.8 1 1.2 14 16 18 2
Figure 2.6: f(x) = (”’“"TH)3 in blue and its inverse f~!(z) = 2¢x — 1 in from 0 to 2.
Examples

1. The function f(z) = 2 is only invertible if the domain is restricted to positive numbers (or
alternative restricted to negative numbers). If so, the inverse function is f~1(z) = \/z.

2. For a function f(z) = x — a, where a is a constant, the inverse function is f~!(z) = z + a.

3. For a function f(x) = ma, where m is a constant, the inverse function is f~!(z) = Z. Thereby
m # 0 must hold.

4. For a function f(z) =1 the inverse function is f~!(z) = 1, where z # 0 must hold.

5. f is the function
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Thus the inverse function f~! is given by the formula

) =2¥x - 1.

2.6 Special functions

There exists an overwhelming number of different functions. Nevertheless there are several classes of
functions, which should be considered separately.

2.6.1 Polynomial functions

A polynomial function is a function that can be defined by evaluating a polynomial. A function f of
one argument is called a polynomial function if it satisfies

n
f(z) = apz™ + 12" V4. Fasx® +az + ag = E a; " (2.1)
i=0
for all arguments x, where n is a non-negative integer and ag, a1, as, ..., a, are constant coefficients.

A polynomial function is either zero, or can be written as the sum of one or more non-zero terms as
denoted in equation 2.1. The number of terms is always finite.

The exponent of a variable in a term is called the degree of that variable in that term. The degree of a
polynomial is the largest degree of any term. Since z = x!, the degree of a variable without exponent
is one. A term with no variable is called a constant term, or just a constant. The degree of a constant
term is 0, since 2% = 1.

40

20 -
O [ |
—20 - o

—— degree 2

—— degree 3
—40 | ——degree 5 | |

| | | | | | | T T

-5 -4 -3 -2 -1 0 1 2 3 4 5
Figure 2.7: Three polynomial functions of degree 2,3 and 5 from -5 to 5.
Polynomial functions are widely used in different applications in physics, economics, calculus and

numerical analysis. Furthermore they can be used to approximate other functions. The application of
polynomial functions in a wide range of topics is due to some elementary properties of polynomials:
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1. A sum of polynomials is a polynomial. The degree of the resulting polynomial equals the higher
degree of the two added polynomials. For example (2 4+ 3z + 1) + (v — 1) = 22 + 4x.

2. A product of polynomials is a polynomial. The degree of the resulting polynomial equals the
sum of the degrees of the two multiplied polynomials. For example (22 4+ 3z + 1)(z — 1) =
3+ 222 — 22 — 1.

3. A composition of two polynomials is a polynomial. It is obtained by substituting a variable of
the first polynomial by the second polynomial. The degree of the resulting polynomial equals
the product of the degrees of the two polynomials of the composition.

For example, for f(z) = 22 + 3x + 1 and g(z) = 2 — 1 the composition f o g results in

fog(x)=ao*+x—1.
Note that the composition g o f results in a different polynomial, namely

go f(z) =2 + 3.

4. All polynomials are continuous functions.

5. The derivative® of the polynomial
anx™ + ap_12" 4.+ asx® + a1z + ag

is the polynomial
na,z" "t + (n— l)an,l:ﬁ"_2 4+ ...+ 2a9x +aj.

Furthermore polynomials are smooth functions, which means that all orders of derivatives of
polynomials exist. The resulting derivatives of any order are always polynomials as well.

6. Any polynomial function P(z) of n'® order has n roots (roots are values for  where P(z) = 0).
These roots may be complex numbers (€ C).

Furthermore every polynomial function can be written as product of simpler polynomials, using
its roots. Let (2;)i=1,...n denote the roots of the polynomial function P(x) of degree n. Then the
following holds

P(z) = ana" + ap_12" "+ + a1z + ag

=ap(z—x1) ... (x — zp).

Ezxamples of different polynomials
1. A constant polynomial would be f(z) = 3.
3z

2. Linear polynomials look like f(z) = 2z — 3 and f(z) = 3 — 2.

3. A polynomial of degree 2 is f(z) = x2 + 3z + 20.

5For more information on derivatives, see chapter 3.
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4. A polynomial of degree 3 is f(x) = 71—"”23 + 2% — 5z

5_2.3
z° =3z -8

5. A polynomial of degree 5 looks like f(x) = *53

6. In figure 2.7 the graphs of the polynomials given in examples 3-5 are shown.

2.6.2 Power functions

Power functions are elementary mathematical functions of the form
fix—a-2" a,r €R.

The possible domain® depends on the exponent. If roots of negative numbers are not allowed (which
is mostly the case, except if the range includes complex numbers C), then the maximum size of the
domain D of the power function depends on the exponent r € R. Table 2.1 lists the possible domains,
depending on the nature of the exponent r.

r>0 r <0
reZ| DCR DCR)\{0}
r¢Z | DCRy DCRT

Table 2.1: The possible domains D for power functions, depending on r € R.

For the maximum range of a power function, the sign of a has to be considered as well. If r € Z, the
range differs depending on whether r is an odd or even number. Table 2.2 lists the possibilities for
the maximum range of the power function, depending on the nature of the coefficient a € R and the
exponent r € R of the power function.

r>0 r <0
revenorr&Z r odd revenorr &Z r odd
a>0| RCRf RCR RCRY RCR\{0}
a<0| RCR, RCR RCR- RCR\{0}

Table 2.2: The possible maximum ranges R for power functions, depending on a,r € R.

Examples of power functions

1. f(z)=a*

w
~
—
g

Il

Sl

Il

ot

8

e

6See section 2.1.
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2.6.3 Rational functions

A rational function is a function which can be written as ratio of two polynomial functions’. Neither the
coefficients of the polynomials nor the values taken by the function are necessarily rational numbers.

In case of one variable z, a function is called a rational function if and only if it can be written in the
form

P(x)
flx) =
= Q@)
where P(z) and Q(x) are polynomial functions and @ is not the zero polynomial. The domain of f is
the set of all points x for which the denominator Q(x) is not zero.

Ezxamples for different rational functions

1. An example for a rational function of degree 2 is

_:1:2—333—2
a2 —4

f(x)

The graph of this function is shown in figure 2.8. It can be seen that the function has a horizontal
asymptote at y = 1 and two vertical asymptotes at © = +2. For x = £2 the function is not

defined.
10
5 J

~10 o

l
5 -4 -3 -2 -1 0 1 2 3 4 )

Figure 2.8: f(x) = m2m_23j;2 from -5 to 5 with vertical asymptotes at = + 2.

2. A rational function of degree 3 is
3
z° — 2x
The graph of this function is shown in figure 2.9. It can be seen that the function has two
x

vertical asymptotes at x = £+/5. Furthermore the linear function g(z) = 5 1s an asymptote. For
x = ++/5 the function is not defined.

“See section 2.6.1.
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10
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-5 -4 -3 -2 -1 0 1 2 3 4 9

Figure 2.9: f(x) = % from -5 to 5 with vertical asymptotes at  + v/2.

2.6.4 Trigonometric functions

Trigonometric functions are functions of an angle. They are used to relate angles of a triangle to the
length of the sides of that triangle. The most familiar trigonometric functions are sine, cosine and
tangent.

The definition of trigonometric functions works best in the context of the standard unit circle with
radius 1. In such a circle a triangle is formed by a ray originating at the origin and making some
angle 6 with the z-axis. The sine of the angle 6 gives the length of the y-component (rise) of the
triangle, the cosine gives the length of the z-component (run) and the tangent function gives the slope

(y-component divided by the xz-component). Thus it holds that tan(f) = 2:;((3)) These relationships
are shown in figure 2.10.
— sin(0)
— cos(6)
— tan(f) /-
Figure 2.10: The unit circle, a ray (0 = 45°) and the functions sin(f), and tan(6).

Trigonometric functions have a wide range of applications including computing unknown lengths and
angles in triangles or modeling periodic phenomena. In figure 2.11 the sine function sin(#) within the
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model of the unit circle and its function values are presented. It is easy to see that sine is a periodic
function oscillating between -1 and 1.

A (0, 1)

/€<>;h19

sin [Tt+él_] ‘ ;in (2n-8)
{'6:._1]

sin (n-8)

2n

sin (m+0) sin (2m-0)

Figure 2.11: The sine function sin(6), the unit circle and the graph of the function sin(6).

For angles greater than 27 or less than —2x the circle is rotated more than once and therefore sine
and cosine are periodic functions with periodicity 27. To be more exact, the following holds for any
angle 6 and integer k:

sin @ = sin(6 + 27k)
cos = cos(0 + 27k).

The trigonometric functions satisfy a range of identities which make them very powerful in algebraic
calculations. Here is a list of the most important identities.

e Most frequently used is the Pythagorean identity, which states that for any angle, the square of
the sine plus the square of the cosine is 1. In symbolic form, the Pythagorean identity is written

as

2

sin2$+cos xr = 1.

e Other key relationships are the sum and difference formulas, which give the sine and cosine of
the sum and difference of two angles in terms of sines and cosines of the angles themselves. For
the sine the formulas state

sin(z + y) = sinw cosy + cos z siny

sin(z — y) = sinxz cosy — cos x sin y.

Similarly for the cosine the following holds

cos(z +y) = cosxcosy —sinxsiny

cos(x —y) = cosx cosy + sinzsiny.
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e When the two angles are equal, the sum formulas reduce to simpler equations known as the
double-angle formulae.

sin2x = 2sinx cosx

2 2

cos2x = cos’x —sin’x = 2cos’x — 1

2.6.5 Exponential function ¢*

The exponential function is the function e”, where e is the number
2.71828 18284 59045 23536 02874 71352 66249 77572 47093 69995 . . .

such that the function e® is its own derivative. The exponential function can be used to model a
relationship in which a constant change in the independent variable gives the same proportional
change (e.g. percentage increase or decrease) in the dependent variable.

The function is often written as exp(x), especially when it is impractical to write the independent
variable as superscript. The graph of the exponential function for real numbers is illustrated in figure
2.12.

Figure 2.12: The exponential function exp(z) from -5 to 2.

The exponential function arises whenever a quantity grows or decays at a rate proportional to its
current value. One such situation is continuously compounded interest. Leonhard Euler has proven in
the 18" century that the number
1 n
lim (1 + >
n—oo n

If a principal amount of 1 earns interest at an annual rate of x compounded monthly, then the interest
earned each month is {5 times the current value, so each month the total value is multiplied by (1+ ),
and the value at the end of the year is
2\ 12
1 7) .
( + 12

actually exists. It is now known as e.
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If instead interest is compounded daily this becomes
T N 365
1+ 22)
( + 365

Letting the number of time intervals per year grow without bound leads to the limit definition of the
exponential function

e’ =exp(z) = lim (1 + E)n7
n

n—oo
first given by Euler. Another very important application of the exponential function stands in the
center of mathematical finance which is the core of our study program, Quantitative Asset and Risk
Management (ARIMA). This is the calculation of continuously compounded rates of return. For a
brief introduction to return calculation, see chapter 4.

The importance of the exponential function in mathematics and sciences stems mainly from the
properties of its derivative (see section 3). In particular,

d

X X
—e
dx

=€ .

That is, e” is its own derivative.

2.6.6 Logarithmic functions

The logarithm of a number is the exponent by which another fixed value, the base, has to be raised to
produce that number. For example, the logarithm of 100 to base 10 is 2, because 100 = 102.

More generally, if x = bY, then y is the logarithm of x to base b, and is written

y = logy(x).
For example log;;(100) = 2.

Logarithms were introduced by John Napier in the early 17" century as a means to simplify calcu-
lations. They were rapidly adopted by scientists, engineers and others to perform computations more
easily using slide rules and logarithm tables. These devices rely on the fact that the logarithm of a
product is the sum of the logarithms of the factors:

log, (zy) = logy, () + logy(y).

There are three distinct bases for which the logarithm is used often:

e The logarithm to base b = 10 is called the common logarithm and has many applications in
science and engineering. In this text the notation log,(z) for the logarithm to base 10 will be
used. For example log;,(10000) = log;,(10%) = 4.

e The logarithm where the base is the Euler constant e is called the natural logarithm. 1t is
mostly used in mathematics and for the definition of continuously compounded rates of return in
mathematical finance (see section 4.2). In this text the notation log(z) for the natural logarithm
will be used. For example log(e?) = 3.
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e The logarithm to base b = 2 is called the binary logarithm and is used primarily in computer
science. In this text, we will not use the binary logarithm. In literature the notation lb(x) is
most commonly used. For example 1b(8) = 3.

The graph of the natural logarithm function for real numbers is shown in figure 2.13.

Figure 2.13: The natural logarithm function log(z) for  €]0, 10].

It has been shown above that the logarithm of a product is the sum of the logarithms of the numbers
being multiplied. Analogical the logarithm of the ratio of two numbers is the difference of the loga-
rithms. The following listing shows all properties of logarithms regarding to arithmetic operations.

product The logarithm of the product is the sum of the logarithms. In formula:

logy, (zy) = logy(z) + log, (y)

quotient The logarithm of the ratio is the difference of the logarithms. In formula:

log, (;) = log;(z) — logy(y)

power The logarithm of x to the power of p is p times the logarithm of x. In formula:

logy,(2?) = p - log,(x)

root The logarithm of the p-root of x is the logarithm of x divided by p. In formula:

1
logy, Yz = (ﬁg;(l’)

Finally the base of the logarithm can be changed. The logarithm log;(z) can be computed from the
logarithms of x and b with respect to an arbitrary base ¢ using the formula
_ log,(2)

log..(b)

logy ()
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In mathematics the derivative of a function f is a measure of how the function changes as its input
changes. Loosely speaking, a derivative can be thought of as how much one quantity is changing in
response to changes in some other quantity.

The derivative of a function at a chosen input value describes the best linear approximation to the
function near that input value. For a real-valued function with a single variable, the derivative at a
point equals the slope of the tangent line to the function at that point (see figure 3.1).

Figure 3.1: The graph of a function and its tangent line.

The process of finding a derivative is called differentiation. As stated above, differentiation is a me-
thod to compute the rate at which a dependent output y changes with respect to the change in the
independent input x. This rate of change is called the derivative of y with respect to x.

The simplest case is when y is a linear function of x, meaning that the graph y = f(x) in the zy-plane
is a straight line. In this case,
y=f(x)=kx+d

for k,d € R and the slope k is given by

changeiny Ay
k = 0 = -,
change in x Az
where the symbol A (the uppercase form of the Greek letter Delta) is an abbreviation for <change
in>. This gives the exact value k for the slope of the straight line and subsequently for its derivative.

If the function f is not linear, the change in y divided by the change in x varies as = varies. Differen-
tiation is a method to find an exact value for this rate of change at any given value of x. The idea is
to compute the rate of change as the limit of the ratio of the differences

Ay _ flet+h) = fl=)  flat+h) - fz)

Axr  z+h-—z h ’

as Ax (or h respectively) becomes infinitely small.
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fx+h) [-=-=mmomm s

secant line

09 = mo

1
1
I
X x+h

Figure 3.2: The graph of a function and a secant line to that function.

In figure 3.2 the graph of a function and its secant line are shown. As h becomes infinitely small, the
secant line becomes the tangent line. Its slope is the derivative of the function at x.

In Leibniz’s notation, such an infinitesimal change in x is denoted by dx, and the derivative of y with
respect to = is written

dy

dx’
suggesting the ratio of two infinitesimal quantities. The expression is read as <the derivative of y with
respect to x> or «dy over dr>.

Simultaneously with Leibniz, the English mathematician and physicist Newton has developed the
concept of differentiation in the 17" century. He developed a slightly different notation where the
difference quotient is defined as

Af(x) _ flz+h)—f(z)

Ax h
The derivative is the value of the difference quotient as h becomes infinitesimally small.

3.1 Continuity and differentiability

For a function f to have a derivative at point a, it is necessary for the function f to be continuous at
a (see section 2.3.3), but continuity alone is not sufficient. For example, the absolute value function
f(z) = |z| is continuous at x = 0, but is not differentiable there (see figure 3.3).

In the graph of the function in the zy-plane this can be seen as a <kink> or a <cusp> in the graph
at x = 0. The derivative does not exist at x = 0 as the tangent line at this point is not unique.

Let f be a differentiable function, and let f’(z) be its derivative. The derivative of f’(z) - if it has
one - is written f”(z) and is called the second derivative of f. Similarly the derivative of a second
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Figure 3.3: The function f(x) = |z|. It is not differentiable at x = 0.

derivative is written f”/(z) and is called the third derivative of f. These repeated derivatives are called
higher-order derivatives.

A function that has infinitely many derivatives is called infinitely differentiable or smooth. For example,
every polynomial function is infinitely differentiable (see section 2.6.1).

3.2 Computing the derivative

In theory the derivative of a function can be computed from the definition by considering the difference
quotient and computing its limit. In practice the derivatives are computed using rules for obtaining
derivatives of complicated functions from simpler ones.

3.2.1 Differentiation is linear

For any functions f(z) and g(z) and any real numbers a, b and ¢, the derivative of the function
h(z) =a- f(x) +b-g(x) + c with respect to x is
W(z)=a-f'(x)+b-g'(a).

Special cases include

e the constant multiple rule

e the sum rule
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e the subtraction rule

e the constant rule

3.2.2 The product rule

For the functions f(x) and g(z), the derivative of the function h(z) = f(x) - g(x) with respect to x
is

W(z) = f'(x) g(x) + f(z) - 4 (2).

3.2.3 The quotient rule

For the functions f(z) and g(x), the derivative of the function h(x) = % with respect to z is

W (z) = (f($)> _f'(@) - g(x) = g'(z) - f(=)

whenever g(z) is nonzero.

3.2.4 The chain rule

The derivative of the function of a function h(z) = f(g(x)) (or h(xz) = fog(z) respectively, see section
2.4.2) with respect to x is

W(z) = f(g(x)) - g'(x).

3.2.5 The elementary and the generalized power rule

If f(x) =2" and r € R\ {0}
f'(x) =ra"L.

If » = 0 then the function f is a constant function and its derivative equals 0.

The most general power rule is the functional power rule. For any functions f(x) and g(z),

(£’ = (o) = o). ()52 + (o) - ow( ().

where both sides are well defined.
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3.2.6 Derivatives of exponential and logarithmic functions

The exponential function is its own derivative (see section 2.6.5), therefore

For the logarithmic function the following holds

1
(logczv)’:xlogc, c>0,c£1L,x#0
and 1
(logz) = —, x # 0.
T
Furthermore

1
(log|z|) = = and (2%) = 2"(1 + logx)
x
holds as well. By applying the chain rule it can be stated that
f/

(log f) = = wherever f is positive.

f

3.2.7 Derivatives of trigonometric functions

The most important trigonometric functions were introduced in section 2.6.4. Their derivatives are

(sinz)’ = cosx,

(cosz) = —sinw,
1
t / = —-— 1 t 2 .
(tanx) g + tan‘zx
Examples
1. The derivative of
fa) = 42

is

f'(x) = 4 - 72°% = 2825,

2. The derivative of
flz) =328 +22+1

is
f(x) =3-827 4+ 22% = 2427 4 2.
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. The derivative of

~
—~
8
~—
I
[\
N
I
[\
8
[

is

. The derivative of
f@)=(z+1)(2* -z +1)

using the product rule is

fll)y=a" (@ —z+1) + (. + 1)(22 — 12Y)
=22 —z4+1+(z+1)(2z—1) = 32>

. The derivative of

2¢+4
flw) = 2 +1
using the quotient rule is
(=) 2(x% + 1) — 2z(22 + 4) 2 44z -1
)= =—2— .
(1‘2 + 1)2 ($2 + 1)2

. The derivative of

f(@) = sin (;2)

f'(z) = cos <;2> (=227%) = — cos <$12> %

using the chain rule is

. The derivative of

is

. The derivative of
f(x) _ x36cosx

using the product rule and the chain rule is

f(x) = 3225 — 23 sin e,
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4 Rate of return calculation

The rate of return expresses the profit, respectively loss, as a percentage of the original value of the
asset. It measures by what percentage the original value changed.

4.1 Discrete rate of return

The discrete rate of return R on an asset (alternatively called simple rate of return or periodically
compounded rate of return) is calculated as

g Sa=Su _Su |

where S, and S, are prices of an asset at different points in time ¢; and ¢y, where t; < t2. Hence R
represents a T-period discrete rate of return, where T' = to — #1.

In order to be able to compare rates of return that are calculated over different time periods, the rates
of return are typically annualised. The annualised discrete rate of return R**" is calculated from the
T-period rate of return R as

R™™ — (14 R)/" —1.

A T-period rate of return R is calculated from an annualised rate of return R*"" as

R=(1+R"mmT 1.

The value at to of an investment in a specific asset at time t; is
V;f2 - V;H ) (1 + R) - Wl ) (1 +Rann)T7

where Vi, and V;, represent the value of the investment at time ¢; and 2, respectively.

Examples

Example 4.1 Consider the price information for four stocks, given in table 4.1.
Assume we want to calculate the T-period discrete rate of return R, the annualized discrete rate of
return R and the value of an original investment of €10000 in 2019 for all assets as of January

15t, 2021.

For Stock 1 we get:
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Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on January 15, 2019 (S;,) | 100€ 67€ 3486€  587€
Price on January 15, 2021 (S;,) | 110€ 69€ 3674€  203€

Table 4.1: Prices for four stocks on two dates for example 4.1.

e a 2-year discrete rate of return:

110
Ry 100 0%

e an annualized discrete rate of return:

RI™ =117 -1 = 4.881%.

e a value on January 15, 2021:

1Vao16 = 10000 - 1.048812 = 11 000£.

For Stock 2 we get:

e a 2-year discrete rate of return:

69
=——-1=2. .
Ry &7 985%

e an annualized discrete rate of return:

RI™ =1.02985"2 — 1 = 1.482%.

e a value on January 15, 2021:

5Vao16 = 10000 - 1.01482% = 10 298.51€.

For Stock 3 we get:

e a 2-year discrete rate of return:

3674

=———-1=5. .
3486 5.393%

3

e an annualized discrete rate of return:

RI™ = 1.05393"2 — 1 = 2.661%.

e a value on January 15, 2021:

3Va016 = 10000 - 1.026612 = 10 539.30€.
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For Stock 4 we get:

e a 2-year discrete rate of return:

203
Ry = w37 1 =-65.417%.

e an annualized discrete rate of return:

RI™ = 0.34583"2 — 1 = —41.193%.

e a value on January 15, 2021:

4Vao16 = 10000 - 0.58807% = 3458.26€.

Example 4.2 Consider the price information for four stocks, given in table 4.2.

Asset Stock 1 Stock 2 Stock 3 Stock 4
Price on November 30", 2020 (S;,) | 107€ 68€ 3681€  242€
Price on December 17", 2020 (S;,) | 109€ 70€ 3682€  199€

Table 4.2: Prices for four stocks on two dates for example 4.2.
Assume we want to calculate the T-period discrete rate of return R, the annualized discrete rate of
return R and the value of an original investment of € 10000 on November 30", 2020 for all four
assets as of December 17", 2020.
The time period T is 17 days, corresponding to T = 17/365 = 0.04657534 years.

For Stock 1 we get:

e a 17/365-year discrete rate of return:

109
Ri=— —1=1.869%.
17 07 %

e an annualized discrete rate of return®:

RO™ = 1.01869 17 — 1 = 48.827%.

e a value on December 17", 2020:

1V, = 10000 - 1.48827365 = 10 186.92€.

8Please note that
1365

17— 17
365 17
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4 Rate of return calculation

For Stock 2 we get:

e a 17/365-year discrete rate of return:

70
Ry = — —1=2941%.
2= 53 %

e an annualized discrete rate of return:

RA"™ = 1.0204177 — 1 = 86.336%.

e a value on December 17, 2020:

»V;, = 10000 - 1.86336365 = 10294.12€.

For Stock 3 we get:

e a 17/365-year discrete rate of return:

3682
=222 1 =0.027%.
Ry = g 0.027%

e an annualized discrete rate of return:

365
R§"™ =1.00027 17 — 1 = 0.585%.

e a value on December 17, 2020:

3V, = 10000 - 1.00585365 = 10002.72€.

For Stock 4 we get:

e a 17/365-year discrete rate of return:

199

e an annualized discrete rate of return:

RO™ = 0.82231%7 — 1 = —98.501%.

e a value on December 17, 2020:

4V, = 10000 - 0.01499365 = §223.14€.
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4 Rate of return calculation

4.2 Continuously compounded rate of return

The continuously compounded rate of return r on an investment (alternatively called log-return) is
mostly used in financial models. It is calculated as

r =log(Sy,) — log(St,) = log (h) ,

where log( - ) is the natural logarithm (compare section 2.6.6) and S;, and S;, are prices of an
asset at different points in time t; and ¢y, where t; < to. Hence r represents a T-period continuously
compounded rate of return, where T' = to — t;.

ann

The annualized continuously compounded rate of return r is calculated from the T-period rate of

return r as

A T-period rate of return r is calculated from an annualized rate of return %" as

r=ren.T.

The value at to of an investment in a specific asset at time t7 is
ann

T

Vip=Vy - =V, - €" ,

where V;, and V;, represent the value of the investment at time ¢; and t3, respectively. e is the Euler’s
number, which was introduced in section 2.6.5.

Examples

Example 4.3 Consider the price information for four stocks, given in table 4.3.

Asset Stock 1 Stock 2 Stock 3 Stock 4
Price on January 15%, 2019 (S, ) 100€ 67€ 3486€ 587€
Price on January 15, 2021 (S;,) | 110€ 69€  3674€  203€

Table 4.3: Prices for four stocks on two dates for example 4.3.
Assume we want to calculate the T-period continuously compounded rate of return r, the annualized
continuously compounded rate of return r** and the value of an original investment of € 10000 in
2019 for all four assets as of January 15, 2021.
For Stock 1 we get:

e a 2-year continuously compounded rate of return:

110
r1 = log (100> = 9.531%.

40



4 Rate of return calculation

e an annualized continuously compounded rate of return:

1
P = 0.09531 - o = 4.766%.

e a value on January 15, 2021:

1Vao1e = 10000 - 2947662 — 11 gp0€.

For Stock 2 we get:

e a 2-year continuously compounded rate of return:

69
ro = log <67> = 2.941%.

e an annualized continuously compounded rate of return:

1
7,%nn = 0.02941 - 5 = 1471%

e a value on January 15, 2021:

5 Vao16 = 10000 - %0172 = 10298 51€.

For Stock 3 we get:

e a 2-year continuously compounded rate of return:

3674

e an annualized continuously compounded rate of return:

1
g = 0.05253 - 5 = 2.626%.

e a value on January 15, 2021:

3Vao16 = 10000 - 2026262 — 10 539.30€.

For Stock 4 we get:

e a 2-year continuously compounded rate of return:

203
~log [ 222 = —106.182%.
T4 =208 (587) %
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4 Rate of return calculation

e an annualized continuously compounded rate of return:

1
r{T = 106182 - 5 = ~53.091%.

e a value on January 15¢, 2021:

4Vao16 = 10000 - e~0-530912 — 3458 26€.

Example 4.4 Consider the price information for for stocks, given in table 4.4.

Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on November 30, 2020 (S,,) | 107€  68€  3681€  242€
Price on December 17" 2020 (S;,) | 109€ 70€ 3682€  199€

Table 4.4: Prices for four stocks on two dates for example 4.4.
Assume we want to calculate the T-period continuously compounded rate of return r, the annualized
continuously compounded rate of return r**" and the value of an original investment of € 10000 on
November 30", 2020 for all assets as of December 17, 2020.
The time period T is 17 days, corresponding to T' = 17/365 = 0.04657534 years.

For Stock 1 we get:

e a 17/365-year continuously compounded rate of return:

109

r1 = log (107> = 1.852%.

e an annualized continuously compounded rate of return:

365
P = 001852 T = 39.761%.

e a value on December 17, 2020:

Vi, = 10000 - 3976565 — 10 186.92€.

For Stock 2 we get:

e a 17/365-year continuously compounded rate of return:

70
ry = log (68> = 2.899%.

e an annualized continuously compounded rate of return:

365
" =0.02899 - = = 62.238%.
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4 Rate of return calculation

e a value on December 17, 2020:

Vi, = 10000 - 262238 365 — 10294.12€.

For Stock 3 we get:

e a 17/365-year continuously compounded rate of return:

3682
=1 —— | =0.027%.
73 Og<3681> 0.027%

e an annualized continuously compounded rate of return:

365
P = 0.00027 - T = 0.583%.

e a value on December 17", 2020:

3Vi, = 10000 - 290583 555 — 10002.72€.

For Stock 4 we get:

e a 17/365-year continuously compounded rate of return:

1
ry = log (99) = —19.563%.

e an annualized continuously compounded rate of return:

365
At — _0.19536 - T = —420.035%.

e a value on December 17, 2020:

Vi, = 10000 - e~ 420035555 — 8993 14€.

4.3 The relationship between discrete and continuously compounded
rate of return

A continuously compounded rate of return is calculated from a discrete rate of returns as
r =log(l+ R)
and a discrete rate of return is calculated from a continuously compounded rate of return as

R=¢ —1.
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4 Rate of return calculation

If, for example, the discrete rate of return is 10%, R = 10%, the corresponding continuously compoun-
ded rate of return is 7 = log(1.1) = 9.531%. We may verify that 093! — 1 = 10%. As a matter of
fact » < R holds in all cases.

A total loss of the investment (if the value of the invested amount corresponds to zero, Vi, = 0)
corresponds to R = —100% and r = —oo0.

Figure 4.1 shows the relationship between these two definitions of returns. The figure shows the
resulting returns for an investment with V;; = 100 and different end-values V.

100

50

T

—50

T

T

return in %

—100

T

—150

—9200 —— discrete returns
—— continuously compounded returns

T

| | | | | | | |

|
0O 20 40 60 80 100 120 140 160 180 200
end-values V4,

Figure 4.1: The relationship between continuously compounded and discrete returns.
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5 Descriptive statistics

Descriptive statistics is the study of collection, organization, analysis and interpretation of data.
It deals with all aspects of this, including the planning of data collection in terms of surveys and
experiments. Statistical methods can be used to summarize and describe a collection of data.

5.1 Basic concepts of descriptive statistics

The set on which descriptive statistics is usually applied is called the population or the sample,
depending on the size of the set. The term statistical characteristics denotes the entities we actually
want to measure and analyse. The following sections provide a short overview on the most important
basic concepts of descriptive statistics.

5.1.1 Population

For applying statistics to a problem it is necessary to begin with a population to be studied. In general,
a population consists of all elements - individuals, items or objects - whose characteristics we wish to
study.
Examples for populations

e The ballots of every person who voted in a given election.

e The sex of every persons of a country.

e The electric charge of every atom composing a crystal.

e Price of gasoline at every petrol station in a country.

5.1.2 Sample

A sample is a selection or a subset of entities we can actually study from within a population. This
may be used to estimate characteristics of the whole population. A sample can also be composed
of observations of a process at various points in time, with data from each observation serving as
a different member of the overall group. Data collected this way constitutes what is called a time
series.
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5 Descriptive statistics

Usually, an entire population cannot be surveyed because the cost of a census is too high. The main
advantages of sampling are that

1. the costs are lower,
2. data collection is faster,
3. studying the population is not practical,

4. if the object of interest is defined as a time series, data for the whole population cannot be
collected as we would need observations for all points in time.

Examples for samples
e The ballots of 5000 voters in a given election.
e The returns of a given stock during 2008 - 2018.

e Prices of 50 petrol stations in a country.

5.1.3 Statistical characteristics and their attributes

When the population and the sampling process are specified, the entities for statistical investigation
are fixed. The set of all entities in the population is usually denoted as 2. Examples are voters,
manufactured products or stocks.

Next the statistical characteristic, the object of statistical investigation, has to be specified. For this
script we denote the set of statistical characteristics as S. Examples are the vote, exact dimension of
the product or prices of a stock at certain points in time.

Finally the statistical attributes, the individual values of a statistical characteristic, can be described.
The statistical attributes comprise of all elements of the set S. Examples are S = {SPO, OVP, ...},
S ={2.1243cm, 2.1245cm ...} and S = {€75,€77,...}.

Summarizing, the model used for statistical investigations can be formally described as a function
where every element of the population w € €2 is mapped to its measurable statistical attribute s.

X: Q=S8
W S.

The set of statistical characteristics can be classified as qualitative or quantitative characteristics.

Qualitative statistical characteristics

If a sample is measured using qualitative characteristics, the statistical sample cannot directly be mea-
sured with numbers. Within qualitative statistical characteristics two concepts can be distinguished,
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namely nominal and ordinal characteristics.

1. A nominal characteristic is measured on a nominal scale. Within such a scale, there is no
hierarchy of attributes and the distance between the attributes cannot be interpreted.

Therefore nominal characteristics only allow qualitative classification. The elements under in-
vestigation are measured in terms of whether the individual item belongs to some distinctive
category, but these categories cannot be quantified or ordered.

Ezamples for nominal characteristics
Eye color, occupation, religious affiliation, name of the stock exchange of an equity share.

2. An ordinal characteristic is measured on a so-called ordinal scale. For this scale, there is a
hierarchy of attributes, but the distance between the attributes cannot be interpreted.

Therefore an ordinal characteristic allows one to rank measured items in terms of which has
less and which has more of the quality represented by the characteristic, but there is no reliable
information about <«how much more>.

Ezxamples for ordinal characteristics
Drinking habit, level of education, grades, rating of a company.

Quantitative statistical characteristics

The attributes of a quantitative characteristic are characterized by their magnitude. In these cases there
is a hierarchy of the attributes (in this case values) and the distance between them can be interpreted
meaningfully. Depending on the values an attribute can have, two types can be distinguished.

1. A discrete characteristic may possess only certain distinct attributes. The number of values can
be finite or countably infinite. Most of the time, the set of a discrete quantitative characteristic
is a subset of the natural numbers, formally S C N.

Examples for discrete characteristics
Number of bad items in a sample, monthly income in €, number of employees of a company.

2. A continuous characteristic may possess at least theoretically any value within an interval. In
general the set of such a statistical characteristic S is a subset of the real numbers, formally

S CR.

Ezxamples for continuous characteristics
Temperature, length, daily return of a stock.
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5.2 Distribution analysis

For this section we concentrate on a statistical model with a finite set of statistical characteristics. We
have a sample (or population) that contains n observations (or elements of the population). The set
of all statistical characteristics S is a finite set containing k attributes a;, j =1,2,...,k.

We get

X:Q—-S8=A{ay,ag,...,a;}

W aj

5.2.1 Absolute and relative frequencies

The absolute frequency of an attribute a;, j = 1,...,k is defined as

F(a;) = <Number of cases in which a; occurs> = n,;.

The relative frequency of an attribute a;, j = 1,...,k is defined as

flaj) = %'F(aj)-

Important properties of absolute and relative frequencies are
1. The absolute frequency of any attribute is less than or equal to the number of observations,

0<F(aj) <nforall j=1,...,k.

2. The relative frequency of any attribute is less than or equal to 1 (or 100%),

0< flaj) <lforallj=1,... k.

3. The sum of all absolute frequencies of all attributes equals the number of observations n,

k

Z F(a;) =n.

j=1
4. The sum of all relative frequencies of all attributes equals 1 (or 100%),

fla;) = 1.

J=1
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Based on the calculation of frequencies, a frequency distribution can be defined. The sequence

(F(al), F(ag), e ,F(ak))

is called the absolute frequency distribution.

Analogously, the sequence
(f(a/l)7 f(a2)7 s 7f<ak))

is called the relative frequency distribution.

Ezample for the calculation of frequencies of grades
Let X : Q — S be the statistical model which assigns a grade in a given exam to all students. Therefore
the set Q is the set of all students, while the set S consists of all possible grades?, S = {1,2,3,4,5}.

Clearly, each grade can occur several times within a given sample. The number of students who
received a certain grade, is the absolute frequency of this grade. The relative proportion of students
who received a certain grade is the relative frequency of this grade.

Example for absolute and relative frequencies
Let X : © — S be a statistical model for the Austrian real GDP growth!'?. For the sake of simplicity
we consider rounded values. The data is presented in table 5.1.

Austria real GDP

year growth in %
(rounded values)

2007 4
2008 2
2009 -4
2010 2
2011 3
2012 1
2013 0
2014 1
2015 1
2016 2
2017 3

Table 5.1: Rounded values for the Austrian real GDP growth since 2007 (in %).

The data starts 2007, contains 11 data points with 6 different values. Therefore

n=11 and k=06.

The absolute and relative frequencies for this data set are presented in table 5.2.

9The Austrian grade system is used for this example.

19S0urce of the data: Statistik Austria. Wachstum des Bruttoinlandsprodukts (BIP) in Osterreich in den Jahren
2007 bis 2017 (gegeniiber dem Vorjahr). Statista, de.statista.com/statistik/daten/studie/14530/umfrage/
wachstum-des-bruttoinlandsprodukts-in-oesterreich/

49



5 Descriptive statistics

a; | Fla;) f(a))
-4 1 0.091
0| 1 0091
1| 3 0273
2 | 3 0273
30 2 0182
40 1 0091
ST 11 1.000

Table 5.2: Absolute and relative frequencies for the Austrian real GDP growth given in table 5.1.
5.2.2 Visualization of a frequency distribution

There are several ways to visualize frequency distributions. In this section the most important methods
are presented.

Bar charts

A bar chart depicts the frequencies by a series of bars. Absolute or relative frequencies can be depicted
(see figure 5.1 for a bar chart of the absolute frequencies F(a;)).

3 T T T T

absolute frequencies

0 | | |
-4 -3 -2 -1 0 1 2 3 4

Austrian real GDP growth in %

Figure 5.1: Bar chart of the absolute frequencies for the Austrian real GDP growth rates.

A common term for a bar chart of the frequency distribution is histogram. For many applications
a histogram combines a bar chart of the relative frequency distribution with the probability density
function of a normal distribution'! with same mean and standard deviation as the given data.

Figure 5.2 shows the relative frequencies of the data given in table 5.1 combined with a normal
distribution with the same mean and standard deviation as red line.

"For the definition of normal distributions see chapter 6.6.4.
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30% I I T T T T T T T

20% [

10%

relative frequencies

|
O%—5 -4 -3 -2 -1 0 1 2 3 4 )

Austrian real GDP growth in %

Figure 5.2: Histogram for Austrian real GDP growth combined with a normal distribution.

Polygons

A frequency polygon is a simple line graph of the relative or absolute frequency distribution. See figure
5.3 for a relative frequency line chart the data given in table 5.1.

0.3 .

0.2 |

relative frequencies

0 | I I I
—4 -3 -2 -1 0 1 2 3 4

Austrian real GDP growth in %

Figure 5.3: Line chart of the relative frequencies for the Austrian real GDP growth rates.

The frequency distribution charts with bars or polygons allow us to describe the frequency distribution
in terms of the symmetry of the data (skewness, see section 5.2.3) and dispersion of the data (kurtosis,

see section 5.2.4).

Pie charts

A pie chart is a pie-shaped figure in which pieces of the pie represent the relative frequencies. See
figure 5.4 for a relative frequency pie chart for the data given in table 5.1.
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-4% 4%

3%

1%

2%

Figure 5.4: Pie chart for the relative frequencies of the Austrian real GDP growth since 2007.

5.2.3 Skewness

In terms of skewness, a frequency curve can be

positively skewed The curve is nonsymmetric with the <tail> to the right. See the blue distribution
curve on the right of figure 5.5.

symmetrical The curve is symmetric. See the black distribution curve at the center of figure 5.5.

negatively skewed The curve is nonsymmetric with the <tail> to the left. See the red distribution
curve on the left of figure 5.5.

positively skewed symmetric negatively skewed

Figure 5.5: The different forms of frequency curves in terms of skewness.

Karl Pearson suggested a simple calculation as a measure of skewness (sometimes denoted as Pearson’s
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median). He defined the skewness coefficient S as'?

3 (X —Me)
S:f, where —3< 8§ <3.

Ezample for the calculation of the skewness coefficient
The skewness coefficient S of the Austrian real GDP growth data presented in table 5.1 is

3. (1.364 — 2.0)

5= 2.111

= —0.905.

As can be seen easily, the data given in table 5.1 is moderately negatively skewed.

5.2.4 Kurtosis

In terms of kurtosis, a frequency curve can be

mesokurtic The curve is neither flat nor peaked in terms of the distribution of observed values. The
frequency distribution curve is similar to the probability density function of a normal distributed
random variable (see chapter 6.6.4). Compare type A in figure 5.6.

leptokurtic The curve is peaked with the observations concentrated within a narrow range of values.
See type B in figure 5.6.

platykurtic The curve is flat as the observations in the data are scattered heavily. An example is
shown in type C in figure 5.6.

B
b
c
Masokurtic
(Mormal) Leptokurtic Platykurtic
K= K=0 K=0

Figure 5.6: The different forms of frequency curves in terms of kurtosis.

2The measures of location arithmetic mean X and median Me are defined in section 5.5. The definition of the standard
deviation s can be found in section 5.6.
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5.3 Cumulative absolute and relative frequencies

Additionally to the absolute and relative frequency distribution the cumulative distribution can be of
interest. The cumulative frequency distribution visualises the number of values or percentage of values
equal to or below a distinct attribute a;.

Formally, the cumulative absolute frequency of the attribute a; for j = 1,...,k is defined as

F(a1) + F(az) + ... + F(a;) = Y Fla)), j=1,....k
=1

Similarly, the cumulative relative frequency of the attribute a; for j =1,...,k is defined as

j
fla) + flag) + . 4 fla) = flar),  j=1,....k

i=1

Continued example with data given in table 5.1
The cumulative absolute and relative frequencies for the rounded values of the Austrian real GDP
growth data given in table 5.1 are presented in table 5.3.

j o a; | Flaj) flaj) | 35 Fla) >3, flai)
1 -4 1 0.091 1 0.091
2 0 1 0.091 2 0.182
3 1 3 0.273 5 0.455
4 2 3 0.273 8 0.727
5 3 2 0.182 10 0.909
6 4 1 0.091 11 1.000
Sum 11 1.000

Table 5.3: Absolute and relative frequencies combined with their cumulative frequencies calculated for
the Austrian real GDP growth rates since 2007.

A polygon plot of the cumulative absolute or relative frequencies is denoted as ogive. An ogive shows
the values of the data set on the horizontal axis and either the cumulative absolute frequencies or
the cumulative relative frequencies on the vertical axis. In figure 5.7 an ogive with cumulative relative
frequencies is shown.

5.4 Empirical distribution function

The empirical distribution function, or empirical CDF, is the cumulative distribution function associa-
ted with the empirical measure derived from the sample. This function is a step function that jumps
up by 1/n at each of the n data points.
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Figure 5.7: An ogive for cumulative relative frequencies for the rounded values if Austrian real GDP
growth rates since 2007.

The empirical cumulative distribution function can be used as an estimate for the true underlying
cumulative distribution function (CDF) of the stochastic data set (for the definition of a cumulative
distribution function F' see section 6.1).

The empirical CDF F is defined as follows

I3 (2) number of elements in the sample with attributes a; smaller or equal to x
xTr) =

n
0 for =< aq
= g:l f(a,) for a; <x < aj1
1 for x> ay.

The empirical cumulative distribution function fulfills some important properties.

1. The empirical CDF describes the proportion of values in the sample which are smaller than a
distinct value x. Formally

F(z) =P(X <z) (P : proportion)

2. The empirical CDF always lies between 0 and 1. Formally

OSF(:E)gl for all

3. The empirical CDF is a monotonically increasing function. Formally

for all xr1,T9 1 < X9 = F(xl) < F(ZL’Q)

4. The empirical CDF can be used to calculate the proportion of values within a certain half-open

interval |x1, x3]. R R
P(acl < X< .1'2) = F(.’L‘Q) — F(l‘l)
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5. F (x) is at least right-sided continuous and has at most a finite number of jump discontinuities.
6. All empirical CDFs approach 0 as x — —oc and 1 as z — oo.

Ezample for an empirical CDF as chart and table

The empirical CDF can be represented in different ways. In figure 5.8 the empirical cumulative distri-
bution function for the Austrian real GDP growth rates given in table 5.1 is shown. The circles denote
that the corresponding points are excluded and the filled points are included in the graph.

1

0.8

0.6 |-

0.4

0.2 |-

cumulative relative frequency

Figure 5.8: Empirical cumulative distribution function F (z) for the rounded values of Austrian real
GDP growth rates since 2007.

Additionally, the empirical CDF can be represented in tabular form. Thereby the domain of the
function is divided in half-open intervals and the function value can be specified for each interval.
Table 5.4 shows the empirical CDF for the Austrian real GDP growth rates.

Interval for x  F(x)
] — o0, —4[ 0.000
[—4,0[ 0.091

0,1] 0.182

[1,2] 0.455

[2,3[ 0.727

3,4 0.909

[4,+00[ 1.000

Table 5.4: Empirical cumulative distribution function F' for Austrian real GDP growth rates since
2007 in tabular form.

Ezample for the interpretation of the values of the empirical CDF
The empirical CDF allows the following calculations and interpretations.

1. The value of the empirical CDF at 2.2 is

F(2.2) = 0.727.
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This can be interpreted as 72.7% of the rounded values of Austrian real GDP growth rates since
2007 are less than or equal to 2.2.

2. The value of the difference of the empirical CDF at 3 and 0.5 can be used to calculate the
probability of the real GDP growth rates lying between 0.5 and 3.0. We get

F(3) — F(0.5) = 0.909 — 0.182 = 0.727.

Therefore about 73% of the Austrian real GDP growth rates lie between 0.5 and 3.0.

5.5 Measures of location

5.5.1 Arithmetic mean

The arithmetic mean, or simply the mean when the context is clear, is a measure for the central
tendency of a collection of values. It is calculated as the sum of the values divided by the size of the
collection. Let

i, 1=1,...,n

be the observed values of a variate having the attributes

a, j:L...k.

If values for the whole population of size N are known, the mean is called the population mean. It is
denoted as p and is calculated as

1 o 1o
MZNZ;MZNZ;%‘F(%)
= j=

and therefore is a simple arithmetic mean of population data.

If observed values consist of a sample, the mean is called the sample mean. We denote it as /i (sometimes
denoted as X)) and calculate it as arithmetic mean of the sample data as in

1 & 1
fr= nzlrcz = n,zlaj'F(aj)'
= j=

The arithmetic mean fulfills the following properties:

1. The arithmetic mean of data which has been linearly transformed by its arithmetic mean is

always 0. Formally
n

> (wi— ) =0.

=1
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2. The arithmetic mean is the best measurement of the central tendency of the data in terms of
least squares. Formally

for all a € R it holds that Y (z; — )* < (i —
=1 i

3. Given a linear transformation of the data set as in
x;=a+pf-x; fori=1,...,nand o, € R,

we obtain

Ezample for the calculation of the sample mean
The sample mean for the Austrian real GDP growth data presented in table 5.1 is

1 11
fi = TZ —_1.364.

5.5.2 Median

The median is the numerical value separating the higher half of a sample or a population from the
lower half. The median of a finite list of numbers can be found by arranging all the observations from
lowest value to highest value and picking the middle one.

If there is an even number of observations, then there is no single value in the middle. The median is
then usually defined to be the mean of the two middle values. Formally, the median of a data set is
defined by

[np1] if n is odd

Me = 2

% ( ey +x[ ]> if n is even.

Here [-] denotes the position of the observation in the arranged (ascending or descending) data set.

Ezample for the calculation of the median
The median for the Austrian real GDP growth rate data presented in table 5.1 is

Me = 2.

5.5.3 a-quantile

Quantiles are points taken at regular intervals from the cumulative distribution function (CDF) of a
random variable (see section 6) or the corresponding empirical CDF of a data set. Dividing ordered
data into é essentially equal-sized data subsets is the motivation for a-quantiles. The quantiles are
the data values marking the boundaries between consecutive subsets.
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Put in another way, the k™" a-quantile for a random variable is the value z such that the probability
that the random variable will be less than x is at most

k-«
and the probability that the random variable will be more than z is at most

1-k-a.

For a ranked data set, the a-quantile (0 < o < 1) is defined by

1

D i if n - o is not an integer (then k is the following integer)
“ 5 (2w +2py) ifn-ais integer (k= na)

In many applications the lower and upper quartiles are used. Usually the 25% quantile is called lower
(first) quartile and the 75% quartile is called upper (third) quartile respectively.

Ezxample for the calculation of a 25% quantile
When calculating the 25% quantile for the Austrian real GDP growth rates presented in table 5.1 we
get:

11-25% = 11-0.25 = 2.75.

As n -« is not an integer we search for the data point in the sorted data set at the position T = Z(3).
This is
Ty = 1.

5.5.4 Mode

The mode is the number that appears the most often in a set of numbers. In other words, the mode
of a data set is the statistical attribute with the highest absolute frequency. Usually it is denoted as
Mo. Like the mean (see section 5.5.1) and median (see section 5.5.2), the mode is a way of expressing,
in a single number, a measurement of the central tendency of the data set.

The numerical value of the mode is usually different from those of the mean and median and may
be very different for strongly skewed distributions. The mode of a discrete probability distribution
(compare section 6.2) is the value = at which its probability mass function has its maximum value.
Informally speaking, the mode is at the peak.

The mode is not necessarily unique, since the same maximum frequency may be attained at diffe-
rent values. The most extreme case occurs in uniform distributions, where all values occur equally
frequently.

Ezample for the determination of the mode
The mode for the Austrian real GDP growth rates given in table 5.1 is not unique as the values 1 and
2 both occur 3 times. We get

Mo=1 or Mo =2.

99



5 Descriptive statistics

5.5.5 Relationship among mean, median and mode

The information about mean, median and mode allows us to determine some properties of the sample
distribution or population distribution respectively. Among other properties the skewness (see section
5.2.3) of the distribution can be identified.

TN\ L

Mean ‘T{ T*MOO"@ Mode = Mefl.m = Median .f""'noc:a‘e—T lLMean

Median Symmetric Median
Skewed to the Left Skewed to the Right
(Negatively) (Positively)

Figure 5.9: The values of mean, median and mode for three possibilities the distribution of a sample
or a population.

In figure 5.9 three possibilities are presented:

1. For a symmetric frequency distribution curve with one peak, the values of the mean, median and
mode are identical. They lie in the centre of the distribution. This is displayed in the image in
the center of figure 5.9.

2. For a frequency distribution curve skewed to the right, the value of the mean is the largest, that
of the mode is the smallest and the value of the median lies between the two. This is displayed
in the right image of figure 5.9.

3. If a frequency distribution curve is skewed to the left, the value of the mean is the smallest and
that of the mode is the largest with the value of the median lying between these two. This is
displayed in the left image of figure 5.9.

5.5.6 Geometric mean

The geometric mean is a type of mean or average, which indicates the central tendency or typical
value of a set of numbers. A geometric mean is often used when comparing different items - finding a
single <figure of merit> for these items - when each item has multiple properties that have different
numeric ranges.

The geometric mean is similar to the arithmetic mean (see section 5.5.1), except that the numbers

are multiplied and then the n*® root (n is the size of the data set) of the resulting product is taken.
It only works for data sets containing only positive numbers and no zeros.
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Formally, for the sample of size n the geometric mean is defined as

n
Yg:\"/l’l'[ﬁg'...'.’ﬂn: Hazi, z; >0foralli=1,...,n.
i=1

Ezample of usage of the geometric mean
The geometric mean can give a meaningful «average> to compare two companies which are each rated
at 1 to 5 for their environmental sustainability and are rated at 1 to 100 for their financial viability.

If an arithmetic mean is used instead of a geometric mean, the financial viability is given more weight
because its numeric range is larger. A small percentage change in the financial rating (e.g. going from
80 to 90) makes a much larger difference in the arithmetic mean than a large percentage change in
environmental sustainability (e.g. going from 2 to 5).

The use of a geometric mean <normalizes> the ranges being averaged, so that no range dominates
the weighting, and a given percentage change in any of the properties has the same effect on the
geometric mean. So, a 20% change in environmental sustainability from 4 to 4.8 has the same effect
on the geometric mean as a 20% change in financial viability from 60 to 72.

Examples for measures of location

Summarizing, table 5.5 shows various measures of location for the data set for Austrian real GDP
growth given in table 5.1. The geometric mean does not work for the given data set as its usage is

Mean i 1.36
Median Me 2.00
25%-quantile  1.00
75%-quantile  3.00

Table 5.5: Measures of location for Austrian real GDP growth rates

limited to data sets containing only positive numbers and no zeros. The data set given in table 5.1
contains a negative observation as well as zero.

5.6 Measures of dispersion

Measures of location indicate the general magnitude of the data and locate only the center of a
distribution. They do not establish the degree of variability or the spread of the individual items and
the deviation from the average.

Two distributions of statistical data may be symmetrical and have common arithmetic mean, median

and modes. Yet with these points in common they may differ widely in the scatter or in their values
in measures of dispersion.
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Statistical dispersion (also called statistical variability or variation) is variability or spread in a variable
or a probability distribution. Common examples of measures for statistical dispersion are the variance,
standard deviation and interquartile range.

5.6.1 Range

In descriptive statistics, the range of a set of data is the difference between the largest and smallest
values. It is the smallest interval which contains all the data and provides an indication of statistical
dispersion. Formally, the range is defined by

R = Trax — Tmin

where x,;, denotes the smallest value in the data set and zp,.« denotes the largest value in the data
set.

The absolute range of a set of data has some disadvantages for interpretation. Firstly it is strongly
influenced by outliers and secondly its calculation is based on two values only. Thus, the range is not
always a satisfactory measure of dispersion.

The interquartile range counterbalances some of these disadvantages. It is defined as

R = T759% — Tosy,

where Z759 is the 75% quantile and Zo59, is the 25% quantile.
Ezample for the range of a distribution
The 25% quantile of the Austrian real GDP growth data presented in table 5.1 is Zy50 = 1, the 75%

quantile is 750, = 3. The lowest value is xpin = —4 and the highest value equals Tpax = 4.

Therefore we get
as range R and

as interquartile range Rg.

5.6.2 Average absolute deviation

The average absolute deviation of a data set is the average of the absolute deviation and is a summary
statistic of statistical dispersion or variability. The point from which the deviations are measured is a
measure of central tendency, mostly the median or the mean of the data set.

1. Absolute average deviation from the median is defined as

n

1
dMe:EZ|.Tz—Me|

=1
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2. Absolute average deviation from the mean is defined as
1 n
dp = n;’xi_ﬂ'
1=

Ezxample of the absolute average deviation from the median and the mean
The absolute average deviation from the median for the Austrian real GDP growth data presented in
table 5.1 is dye = 1.3636.

The absolute average deviation from the mean of the same data set is dy = 1.421.

5.6.3 Average squared deviation

The average squared deviation of a data set is the average of the squared deviations and measures
statistical dispersion or variability. The average squared deviation from the arithmetic average is the
most important measure of dispersion and is called variance. There are two definitions of variance,
depending on the data set.

1. If the data set contains the whole population, the population variance o2 is defined as

N
> (@i —p)’
i=1

where N is the size of the population and g is the arithmetic mean of the population.

0'2:

2|~

2. If the data set contains just a sample, the sample variance 62 is defined as

1
A2 _ N2
5" = 15 (x; — 1)

i=1

where n is the sample size and /i denotes the sample mean.

For manual calculations the formulae for the population variance and the sample variance can be
reformulated in order to obtain the following short cut formulas:

1. For the population variance we get:

2
N 2 Z]-\]: Ty N
o2 = D1 T — ( N 2 — D im1 xf — Np?

N N
2. The sample variance can be reformulated into:

n i

Sy @) X
D Y e sl v N B
n—1 n—1 '
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The standard deviation is then defined as the positive square root of the variance. Hence
oc=+Vo?

is the population standard deviation and

Q>
I
_|_
Q>
[}

is the sample standard deviation.

If the mean and the standard deviation of a data set or a distribution are known, the coefficient of
variation can be calculated.

1. For a population data set the coefficient of variation is defined as

v =

=9

2. For a sample data set the coefficient of variation is defined as

=l ®

Example for the calculation of the sample variance and sample standard deviation
The sample variance s? of the Austrian real GDP growth data presented in table 5.1 is

6% = 4.4545.
Its sample standard deviation & is
6 = 2.1106.
The coeflicient of variation equals
2.1106
= = 1.548.
Y 13636

5.6.4 Box-and-whisker plot

A boz-and-whisker plot (or simply box plot) is a convenient way of graphically depicting a data set
through its five number summaries. It is constructed by drawing a box and two whiskers. The five
values used to construct a box plot are:

1. a measure for the smallest observation or a low quantile for the lower whisker

2. the lower quartile (Zq5¢) for the lower end of the box

3. the median for the horizontal line within the box

4. the upper quartile (Z759) for the upper end of the box

5. a measure for the largest observation or an upper quantile for the upper whisker
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Figure 5.10: A box plot of the Austrian GDP data presented in table 5.1.

Depending on the data, a box plot may also indicate which observations might be considered outliers.
This is the case if the whiskers are defined alternatively. Possible definitions for the whiskers are

e The minimum and the maximum.
e One standard deviation above and below the mean or the median.

e Some other multiplier of standard deviations, for figure 5.10 all data points outside of Me+2.7-¢
are considered outliers.

e The 9" percentile and the 91" percentile.
e The 2" percentile and the 98" percentile.

Figure 5.10 shows the box plot for the Austrian real GDP growth data presented in table 5.1.

Examples for measures of dispersion

Summarizing, table 5.6 shows various measures of dispersion for the data set for Austrian real GDP
growth given in table 5.1.

Range R 8

Interquartile Range Rq 2
Average absolute deviation from the median dye 1.3636
Average absolute deviation from the mean dv 1.4215
Population variance o2  4.0496
Sample variance 62 4.4545

Table 5.6: Measures of dispersion for Austrian real GDP growth rates
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5.7 Correlation and regression

5.7.1 Correlation

Correlation refers to any of a broad class of statistical relationships between two random variables
or two sets of data. Correlations can (but does not necessarily) indicate a predictive relationship
that can be exploited in practice. For example, an electrical utility may produce less power on a
mild day based on the correlation between electricity demand and weather. In this example there is
a causal relationship, because extreme weather causes people to use more electricity for heating or
cooling. However it is necessary to note that statistical dependence is not sufficient to demonstrate
the presence of such a causal relationship.

The following possible forms of correlation should be distinguished:

1. Linear and non-linear correlations
Most methods for measuring correlations implicitly assume that the correlation is of a linear
form. An exception to that is the Spearman correlation coefficient which will be introduced later
in this chapter.

2. Positive and negative correlations
If two variables change in the same direction, then this is called a positive correlation. (e.g. stock
returns of two companies in similar markets)

If two variables change in the opposite direction, then this is called a negative correlation. (e.g.
returns of stocks and bonds)

The value of a correlation coefficient always lies within the interval [—1, 1]. In table 5.7 different degrees
of correlation are distinguished.

degrees positive  negative
absence of correlation | 0 0

perfect correlation +1 -1

high degree [0.75,1] ]-1,-0.75]
moderate degree [0.25,0.75] ]-0.75,-0.25]
low degree 10,0.25] ]-0.25,0[

Table 5.7: Depending on the value of the Pearson correlation coefficient different degrees of correlation
can be distinguished.

Data for the following examples

In the following sections we will compare a time series for the real Austrian GDP growth in % and the
change of unemployment in % in Austria in the years from 2007 up to 2017'3. The data is presented
in table 5.8.

Source of the data: AMS Osterreich and Statistik Austria. Arbeitslosenquote in Osterreich von 2007 bis 2017. Statista,
de.statista.com/statistik/daten/studie/17304/umfrage/arbeitslosenquote-in-oesterreich/
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real Austrian change in Austrian

year | GDP growth unemployment
(in %) (ILO standard, in %)

2007 3.7 -0.4
2008 1.5 -0.8
2009 -3.8 1.2
2010 1.8 -0.5
2011 2.9 -0.2
2012 0.7 0.3
2013 0.0 0.5
2014 0.7 0.2
2015 1.1 0.1
2016 2.0 0.3
2017 2.6 -0.5

Table 5.8: %-changes in the Austrian GDP and the Austrian unemployment rate according to ILO
standards from 2007 to 2017.

Pearson correlation coefficient

There are several correlation coefficients, often denoted p or r, measuring the degree of correlation.
The most common of these is the Pearson correlation coefficient, which is sensitive only to a line-
ar relationship between two variables. Furthermore it should be used only when both variables are
quantitative.

The Pearson correlation coefficient, when applied to a sample, is commonly represented by the letter
r and may be referred to as the sample correlation coefficient.

For the two variables X and Y the Pearson correlation coefficient is defined as
. — 2 iy (@i — fux) - (i — fiy)
VI () S (s — )

If the sample means (fix and jiy ) and the sample standard deviations (6x and dy ) are already known,
the Pearson correlation coefficient can alternatively be calculated as

1 =[x —fix Yi — [y

=1

Ezxample for the Pearson correlation coefficient
The Pearson correlation coefficient of the data presented in table 5.8 is

r = —0.815.

Therefore the data is highly negatively correlated. This result is plausible, it means that unemployment
tends to go up if GDP growth gets very low (or even negative) and vice versa.
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Spearman correlation coefficient

If the variables are at least ordinal, the Spearman’s rank correlation coefficient can be used. It is usually
denoted by rg and is a non-parametric measure of statistical dependence between two variables. It is
applicable to linear and non-linear relationships between two variables.

It is defined using the ranks of the values of the variables. For assigning ranks, the variables must be
ordinal or quantitative. For a sample of size n we have

R;, ¢=1,...n: ranks of the characteristic X

R, i=1,...n: ranks of the characteristic Y.

Then the Spearman correlation coeflicient is defined as

6- Z?:l(Ri _R;)Q
(n—1)-n-(n+1)

rg =1-—

Ezxample for the calculation of the Spearman correlation coefficient

real Austrian change in Austrian
year | GDP growth unemployment | R, R, (R;,—R})?

(in %) (ILO standard, in %)
2007 3.7 -04 | 11 4 49
2008 1.5 -0.8 6 1 25
2009 -3.8 1.2 1 11 100
2010 1.8 -0.5 7 2 25
2011 2.9 -0.2 | 10 5 25
2012 0.7 0.3 3 8 25
2013 0.0 0.5 2 10 64
2014 0.7 0.2 3 7 16
2015 1.1 0.1 5 6 1
2016 2.0 0.3 8 8 0
2017 2.6 -0.5 9 2 49
S379

Table 5.9: Calculation of the Spearman correlation coefficient for the Austrian GDP growth and the
change in Austrian unemployment.

In table 5.9 the given data and their corresponding ranks R; and R, are shown. The lowest rank is
given to the lowest data point in each column, the second lowest the the following data points. If
several data points coincide, all get the same rank but the following ranks have to be skipped in order
to balance the effect.

For example, the years 2012 and 2014 saw a real GDP growth of 0.7. Therefore both pints for 2012
and 2014 get the same rank 3, but the rank 4 is skipped in the consecutive ranking process. The next

value for real GDP growth observed in 2015, which equals 1.1, gets rank 5.

Additionally the table includes values for (R; — R.)?, which are used to calculate the Spearman
correlation coefficient rg.
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The Spearman correlation coefficient of the data presented in table 5.8 equals

rg=1- 6 Sy (s — RY)” S (Y B
(11—1)-11-(11+1) 1320 S

We see again that the data is highly negatively correlated.

Scatter plot

—0.5| ) ° |

change in unemployment in %
' 1)
°

—4 -3 -2 —1 0 1 2 3 4
Austrian real GDP growth in %

Figure 5.11: A scatter plot of the real Austrian GDP growth (x-axis) and the change in the Austrian
unemployment rate (y-axis) presented in table 5.8.

For this method, the values of the two variables for every observation are plotted on a graph. One is
taken along the horizontal axis (z-axis) and the other along the vertical axis (y-axis). By plotting the

data we obtain points on the graph which are generally scattered, hence the name <scatter plot>.

The manner in which these points are scattered suggests the degree and the direction of correlation.
Let the degree of correlation be denoted by p. Its direction is given by the signs positive and negative.

i) If all points lie exactly on a rising straight line the correlation is perfectly positive and p = +1.
ii) If all points lie exactly on a falling straight line the correlation is perfectly negative and p = —1.
iii) If the points lie in a narrow rising strip, the correlation is highly positive.

iv) If the points lie in a narrow falling strip, the correlation is highly negative.

v) If the points are spread widely over a broad rising strip the correlation is weakly positive.

vi) If the points are spread widely over a broad falling strip, the correlation is weakly negative.

vii) If the points are scattered without any specific pattern, the correlation is absent, i.e. p = 0.
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Ezample for a scatter plot
Figure 5.11 shows the scatter plot of the data presented in table 5.8. It can easily be seen that the
data is highly negatively correlated.

5.7.2 Linear Regression

Linear Regression is an approach for modeling the relationship between a scalar dependent variable
Y and one or more explanatory variables denoted X. The case of one explanatory variable is called
simple regression. More than one explanatory variable is called multiple regression.

In linear regression, data is modeled using linear predictor functions. Such functions are linear functions
with a set of coefficients and explanatory variables, whose value is used to predict the outcome of a
dependent variable Y. They can be denoted as

j=f(x).

Ordinary least squares

A large number of procedures have been developed for parameter estimation and inference in linear
regression. In this text we focus on the basic and most important model of ordinary least squares
estimation (also referred to as OLS). It is a simple and computationally straightforward method.

The ordinary least squares method minimizes the sum of squared residuals, formally

n

Z(yl — )% — min!
i=1

If the data X consists of only one explanatory variable, then the linear predictor function is defined
by a constant and a scalar multiplier for x;. This is called the simple regression model.

The vector of parameters in such model is 2-dimensional, and is commonly denoted as (a, 3):
Yi=oa+ -z
The coefficients a and 3 can be obtained by solving the following system of linear equations

n-a 4+ BYLiw = D i1 Vi
aYw + BY i x = YL wi-y

Alternatively the coefficients can be calculated directly by using the formulas

D § . ;
_ anzyz n szzyl _ Cov(x,y) and « :y—ﬁf

Sa?- (2 z;)? Var(x)

g
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Coefficient of determination

We can further obtain the coefficient of correlation R of a linear regression model as
N TiYi =D it 3 Yi 1<R<1.

R= ) SIS
V(15 = () - (1202 - (S )

The coefficient of determination is then
R’ 0<R?’<1.

Formally, the coefficient of determination is defined as

SSR
2 _
= SST’

where SSR denotes the sum of square due to regression
n
SSR = (5~ 7)°
i=1

and SST denotes the total sum of squares

n

SST = (i —7)*

i=1

The coefficient of determination R? can be interpreted as a measure for the goodness of fit of the
model. Values close to one indicate a good model fit.

Applications of linear regression

Linear regression has many practical uses. Most applications of linear regression fall into one of the
following two broad categories:

1. If the goal is prediction, or forecasting, linear regression can be used to fit a predictive model to
an observed data set of Y and X values. After developing such a model, if an additional value
of X is then given without its accompanying value of Y, the fitted model can be used to make
a prediction of the value of Y.

2. Given a variable Y and a number of variables Xji,..., X, that may be related to Y, linear
regression analysis can be applied to quantify the strength of the relationship between Y and
the X, to assess which X; may have no relationship with ¥ at all and to identify which subsets
of the X contain redundant information about Y.
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Example of an OLS calculation

The simple regression model can be used to explain the «change in Austrian unemployment rate> with
the <change in the real Austrian GDP>. Both time series are given in table 5.8. We search for «, 8
such that

n
DeltaUnemployment, = a + § - GrowthGDP; + ¢; Z s? — min.

=1

To use the formulas from the previous section we denote the change in the Austrian unemployment
rate as y; and the change in the real Austrian GDP as x;. We get the sums

n n
d ;=132 and > 3, =02
=1 =1

n n
> wi-yi=-896 and Y a7 =54.98.
i=1

=1

This leads to the following linear system to be solved

0.20
—8.96

11.00-a + 13.20-8
1320 o + 54.98-8

Solutions to the linear system are

a=0.3002 and S = —0.2351.

The linear predictor function is

9i = a+ 8-z = 0.3002 — 0.2351 - ;.

Based on this predictor function we see that unemployment rises for approximately 0.3 if the real
GDP doesn’t grow. Furthermore one can state that the unemployment rate gets reduced by 0.235 for
every percent of real Austrian GDP growth.

Table 5.10 shows the calculated predictions g; in the forth column and the two square sums needed
to calculation the coefficient of determination in the last two columns. For the sum of squares due to
regression we get

SSR = 2.162

and the total sum of squares equals
SST = 3.256.

Therefore the coefficient of determination is
~ SSR 2.162

—— = 0.6641.

R*="_"— =
SST — 3.256

This can be interpreted as:
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GrowthGDP DeltaUnemployment N . 9 _\9
year as o asy; |V @-v° W-1v)
2007 3.7 -0.4 | -0.569 0.345 0.175
2008 1.5 -0.8 | -0.052 0.005 0.669
2009 -3.8 1.2 | 1.193 1.381 1.397
2010 1.8 -0.5 | -0.123 0.020 0.269
2011 2.9 -0.2 | -0.381 0.160 0.048
2012 0.7 0.3 | 0.136 0.014 0.079
2013 0.0 0.5 | 0.300 0.080 0.232
2014 0.7 0.2 | 0.136 0.014 0.033
2015 1.1 0.1 | 0.042 0.001 0.007
2016 2.0 0.3 | -0.170 0.035 0.079
2017 2.6 -0.5 | -0.311 0.108 0.269

> 2.162 3.256

Table 5.10: Calculation of SSR and SST for the growth in real Austrian GDP and

Austrian unemployment rate.

change in unemployment in %

Figure 5.12: Simple linear regression explaining the change in the Austrian unemployment rate by the

1.5

—2 -1 0

Austrian real GDP growth in %

change of the real Austrian GDP.

About 66% of the variance of the change in the Austrian unemployment rate can be explained
by the variance of the real Austrian GDP growth.

Figure 5.12 shows a scatter plot of the change the Austrian unemployment rate according to ILO
standards and the real Austrian GDP growth. The resulting linear regression line is shown in red.
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As opposed to other mathematical variables, a random variable conceptually does not have a single
fixed value. Rather it can take on a set of possible different values, each with an associated probabi-
lity. In probability theory, random variables are defined in terms of functions on a probability space
(@, F,P).

A probability space consists of three parts.
1. Q is the sample space, which is the set of all possible outcomes.

2. F is the sigma algebra on the set of possible outcomes. It is the set of all measurable subsets of
Q, thus all possible events. An event is a set containing zero or more possible outcomes.

e If the sample space (2 is a finite set, the set F is a subset of the power set of Q, F C P().

e For an uncountable infinite sample space (for example R) the sigma algebra F is just
somewhat similar to the power set P((Q).

3. P assigns the probability to the events. Therefore P is a function from F to probability levels,

P:F—0,1]
E s P(E)

Example
Let Q be the sample space of all humans. The random variable X assigns each human to the measurable
attribute height. We have

X: Q>R
w — <height of the persons

We see that a random variable is a function wit the set of all possible outcomes as domain (compare
section 2.1). Random variables are typically classified as either discrete random variables or continuous
random variables.

Discrete variables can take on either a finite or at most a countably infinite set of discrete values.
Their probability distribution is given by a probability mass function which maps a value of the

random variable to a probability.

Continuous variables take on values that vary continuously within one or more (possibly infinite)
intervals. There are an uncountably infinite number of individual outcomes, and each has a
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probability 0. The probability distribution for a continuous random variable is defined using a
probability density function. It indicates the «density> of the probability of the value of a random
variable being in a small neighborhood around a given value. More technically, the probability
that the value of the random value is in a particular range is derived from the definite integral
of the probability density function for that range.

Both concepts can be united using a cumulative distribution function (CDF) F(z), which describes
the probability that the value of an outcome will be less than or equal to a specified value.

Ezamples for possible discrete and continuous random variables
Discrete random variables could be

e The number of cars passing a checkpoint in an hour.
e The number of home mortgages approved by a bank per year.
e The received points in an exam.
Continuous random variables could be
e The time it takes to make breakfast.
e The exact length of a car.

e The rate of return of a certain stock within one year.

6.1 Cumulative distribution function

In statistics the cumulative distribution function (CDF) Fx(x) describes the probability that the
measured outcome of a random variable X with a given probability distribution will be found at a

value less or equal to z (similar to the empirical cumulative distribution function introduced in section
5.4).

Formally, for every number x, the cumulative distribution function of a random variable X is given
by
Fx(z) =P({w e Q: X(w) <z}),

where the right-hand side represents the probability that the random variable X takes on a value less
or equal to z. The probability that X lies in the interval |a, b], where a < b, is

PlweQ:a< X(w) <b}) =Fx(b) — Fx(a).

If treating several random variables X, Y, ... etc. the corresponding letters are used as subscripts while,
if treating only one, the subscript is omitted. For this script we use bold F' for cumulative distribution
functions, in contrast to lower-case f used for probability density functions and probability mass
functions.
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6.2 Probability mass functions for discrete random variables

If X is a discrete random wvariable, then the function
fx(x)=PH{we: X(w)=1})

defined on the measured outcomes of X is called the probability mass function (PMF) of the discrete
random variable X.

Suppose that
X: Q- A4 ACN

is a discrete random variable defined on a sample space €2 and a natural number as measured outcome.
Then the probability mass function
fX N — [07 1]

for X is defined as
[x(z)=P(X =2)=P{w e Q: X(w) =x}).

Note that fy is defined for all numbers, including those not in the image of X. It holds that fx(z) =0
for all x ¢ X(£2). The sum of probabilities across all  must equal 1,

Z fx(.%') =1.

z€e)
For a a discrete random variable X which attains values z1,xa,. .., z, with probabilities P({w € Q :
X(w)=x;}) =p; forall i = 1,...,n, the cumulative distribution function of X will be discontinuous

at points x; and constant in between:
Fx(z) =P{weQ: X(w) <z})
=) PweQ: X(w) =1}

z; <z

= sz‘-

r; <z

Ezxample for a discrete random variable
Suppose that €2 is the sample space of all outcomes of a single toss of a fair coin and X is the random
variable defined on €2 assigning 0 to <tails> and 1 to <heads>. Since the coin is fair, the probability

mass function is . 0.1}
fx(@) { 0 z¢{0,1}.

Therefore the variable X has the outcomes 1 = 0 and x5 = 1 and we can write the probability mass
function in tabular form as

x1=0 z2=1 x¢{0,1}
Pwe: X(w) =2}) = fx(x) 1/2 1/2 0
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The cumulative distribution function of the random variable X is

0 if —oco<z<0
Fx(x) = a if 0<z<1
1 if =z>1.

This is a special case of the binomial distribution (compare section 6.6.2).

6.3 Probability density functions for continuous random variables

A continuous random variable is one which can take a continuous range of values, as opposed to a
discrete distribution (see previous section), where the set of possible values is at most countable. Note
that for continuous variables the probability that the random variable attains any distinct value always
equals zero! Merely the probability that the outcome will fall into an interval is nonzero.

For a continuous random variable X the probability density function fx(x) describes the behavior of
the random variable. The cumulative distribution function of such a continuous random variable X,
denoted F'x(x), can be calculated using its probability density function fx as follows:

Fx(z) = /w fx(u) du.

Equivalently, if the continuous random variable X has a differentiable cumulative distribution function
Fx(x), then

Fy(@)= [ flwdu
and the function
_dFx

fx(@) dx

()

is the probability density function of X.

The probability of X falling into a given interval, say [a, ] is given by the integral

b
PweQ:a< X(w) <b}) :/ fx(x)da.

Here we see that the probability for X taking any single value a, that is the stochastic event
{we:a<X(w)<a},

is zero, because an integral with coinciding upper and lower limits always equals zero.

6.4 Expected value of a random variable

The expected value of a random variable is the weighted average of all possible values that this random
variable can take on. The weights used in computing this average correspond to the probabilities in
case of discrete random variables, or densities in case of continuous variables.
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6.4.1 Expected value for a discrete random variable

Suppose the random variable X takes value x; with probability pi, value xo with probability ps, and
so on, up to value z,, with probability p,. The expected value of this random variable X is defined
as

n
E(X)=21 pi+aa pat...+Tnpn= > i pi
i=1
Since all probabilities p; add up to 1 (1" ; p; = 1) the expected value can be viewed as the weighted
average, with p;’s being the weights.

If all outcomes x; are equally likely (that is p; = ps = ... = p,'*), then the weighted average becomes
a simple arithmetic average. For a fair dice we have
1 1 1 1 1 1
EX)=1--+2-—-+4+3-—-4+4-—+5-—-4+6--=35

6 6 6 6 6 6

The expected value of a discrete random variable with countable infinite possible outcomes x; for all

i € N only exists if
oo
Z |z;| - pi < o0.
i=1

The generalized expected value of the form E(g(X)) for any function g(X) can be calculated as

E(g(X)) =Y g(z:) - pi-
=1

6.4.2 Expected value for a continuous random variable

If the probability distribution of X has the probability density function fx(z), the expected value can
be computed as
E(X) :/ x - fx(z)dz.

Similarly to the discrete case, the expected value of an continuous random variable only exists if

/Oo @] - f(z)de < oo,

—00

If this holds, we can calculate the expected value of an arbitrary function of X, say g(X). With respect
to the probability density function fx(z) the expected value of g(X) is given by the inner product of

fx and g N
E(g(X)) = / o) - fx() da.

—0o0

Ezxample for the calculation of the expected value of a continuous random variable with given probability
density function

1E.g. probability a certain value when of tossing a fair dice always equals /6.
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Suppose, we have a continuous random variable X with a probability density function

fxiR%R
- 20,3

Then the expected value E(X) can be calculated as

E(X)—/Oo:r-fx(w)dx—/03x<—3x+§> dz

= /3 (—2:102 + 2:1:) dx
0 9 3
_ 2 2 2 x23
-9 3 73 7,
_ 2w 9
9 3 3

6.4.3 Properties of the expected value

There are three major properties of the expected value.

Constants The expected value of a constant is equal to the constant itself. For example, if ¢ is a
constant, then E(c) = c.

Monotonicity If X and Y are random variables such that X <Y almost surely, then

E(X) < E(Y).

Linearity The expected value E is linear in the sense that

E(X +¢)=E(X) +¢
E(X+Y)=EX)+E®Y)
E(a-X)=a -E(X)

where X, Y are random variables defined on the same probability space and a,c € R.

6.5 Variance of a random variable

The variance of a probability distribution is a measure of how far a set of values is spread out (compare
section 5.6.3). It is one of several descriptors of a probability distribution, describing how far the values
lie away from the expected value (e.g. the mean).

The variance is a parameter describing in part either the actual probability distribution of an observed
sample of numbers, or the theoretical probability distribution of a population of numbers. An estimate
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for the variance for the theoretical probability distribution can be calculated using a sample of data
from such a distribution. In the simplest case this estimate can be the sample variance, defined in
section 5.6.3.

If a random variable X has the expected value p = E(X), then the variance of X is given by
Var(X) = E (X — p)?).

Here it can be seen that the variance is the expected value of the squared difference between the
variable’s realisation and the variable’s expected value.

This definition can be expanded using the properties of variance and we get:
Var(X) = E (X — p)?) = BE(X? — 2uX + 1i?)
=E(X?) - 2uE(X) + 1 = E(X?) — 24 + 12
=E(X?) - i* = E(X?) - (B(X)).

A mnemonic for the expression above is «mean of the square minus square of the mean>. The variance
of a random variable X is typically designated as Var(X), ag(, or simply 2. The standard deviation,
denoted by o, is defined as

o= +\/072 .

6.5.1 Variance of a discrete random variable

If the random variable X is discrete with probability mass function x1 — p1,..., Ty — Py, then
n
Var(X) = Zpi (i — M)2
i=1
where p is the expected value, i.e.

n
n= sz‘ “ T
i=1

That is the expected value of the square of the deviation of X from its own mean. It can be expressed
as <the mean of the squares of the deviations of the data points from the averages. It is thus the
mean squared deviation.

Ezample for the calculation of the variance of rolling an unbiased die
The variance of the discrete random variable describing rolling an unbiased die is

1 1 1
Var(X) = <1_3'5>2'6+(2_3'5)2'6+"'+(6_3'5)2'6 ~ 2.92
6.5.2 Variance of a continuous random variable

If the random variable X is continuous with probability density function fx(x), then the variance
equals the second central moment, given by

Var(X) = / (2 — u)? - fx(a) da,
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where p is the expected value,

and where the integrals are definite integrals for x ranging over the full range of X.

Note that not all distributions have a variance. If a continuous distribution does not have an expected
value, as is the case for the Cauchy distribution, it does not have a variance either. Many other
distributions for which the expected value does exist also do not have a variance because the integral
in the variance definition diverges.

Ezample for the calculation of the variance of an arbitrary random variable with given probability
density function
The variance of the random variable X with the probability density function

fle*)R
xH{O’ (0,3

~2z+ 2, z€[0,3].

is

6.5.3 Properties of the variance

1. Variance is non-negative because the squares are positive or zero,

Var(X) > 0.

2. The variance of a constant random variable is zero; and if the variance of a variable in a data
set is 0, then all entries have the same value,
PlweQ: X(w)=a})=1 <= Var(X)=0.

3. Variance is invariant respect to changes in a location parameter. That is, if a constant is added
to the values of the variable, the variance is unchanged,

Var(X + a) = Var(X).
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4. If all values are scaled by a constant, the variance is scaled by the square of that constant,

Var(a - X) = a* - Var(X).

5. The variance of a sum of two random variables is given by

Var(a- X +b-Y) =a?- Var(X) 4 b? - Var(Y) + 2ab - Cov(X,Y)
Var(X —Y) = Var(X) + Var(Y) — 2Cov(X,Y)
The variance of a finite sum of uncorrelated random variables is equal to the sum of their varian-

ces. This stems from the identity above and the fact that the covariance is zero for uncorrelated
variables.

6.6 Important probability distributions

6.6.1 Hypergeometric distribution

In statistics, the hypergeometric distribution is a discrete probability distribution that describes the
probability of k£ successes in n draws from a finite population of size N containing m successes without
replacement. Formally, a random variable X follows the hypergeometric distribution if its probability
mass function is given by

where

e N is the population size

e m is the number of success states in the population
e 1 is the number of draws

e [ is the number of successes in the draws

. (Z) is the binomial coefficient®

It is positive when
max(0,n +m — N) < k < min(m,n).

3 The binomial coefficient is defined as
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Expected value The expected value of the hypergeometric distribution is
m

E(X) = n-

Variance The variance of the hypergeometric distribution is

Var(X) :n% (1 - %) ]]\\;:T

Ezample for a hypergeometric distribution

The classical application of the hypergeometric distribution is sampling without replacement. Think
of an urn with two types of marbles, black ones and white ones. Define drawing a white marble as a
success and drawing a black marble as a failure. If the variable N describes the number of all marbles
in the urn and m describes the number of white marbles, then N — m corresponds to the number of
black marbles. In this example X is the random variable whose outcome is k, the number of white
marbles actually drawn in the experiment.

Suppose, there are 5 white and 45 black marbles in the urn. Standing next to the urn, you close your
eyes and draw 10 marbles without replacement. What is the probability that exactly 4 of the 10 are
white?

We get
() (Goh)  5-8145060

(ig) © 10272278170

PlweQ: X(w)=4}) = = 0.00396 = 0.396%.

6.6.2 Binomial distribution

The binomial distribution is the discrete probability distribution of the number of successes in a
sequence of n independent yes/no experiments, each of which yields success with probability p. The
binomial distribution is frequently used to model the number of successes in a sample of size n drawn
with replacement from a population size V.

In general, if a random variable X follows the binomial distribution with the parameters n and p, we
write X ~ B(n,p). The probability of getting exactly k successes in n is given by the probability mass
function

flksn,p) =PH{weN: X(w) =k}) = <Z>pk(1 —p)" 7k fork=0,1,2,...,n.

Figure 6.1 shows the probability mass function for different values for p, n = 100 and k£ =0,...,n.

Expected value The expected value of a binomial distributed random variable X ~ B(n,p) is

E(X)=n-p.

Variance The variance is
Var(X)=n-p-(1—p).
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Figure 6.1: Probability mass functions of the binomial distribution with different values for p, n = 100
and k=0,...,n.

Ezxample for a binomial distribution
A box contains 25 items, 10 of which are defective. A sample of two items with replacement will be
taken. Then the probability, that one of the items are defective is

P{weQ: X(w)=1}) = G) - (;g)l - (;)H _ % — 0.48 — 48%.

6.6.3 Poisson distribution

The Poisson distribution is a discrete probability distribution that expresses the probability of a given
number of events occurring in a fixed interval of time and/or space if these events occur with a known
average rate and independently of the time since the last event. The distribution was first introduced
by Siméon Denis Poisson (1781-1840). His work focused on certain random variables NV that count the
number of discrete occurrences that take place during a time-interval of given length.

A discrete stochastic variable X is said to have a Poisson distribution with parameter A > 0 if the
probability mass function of X for £k =0,1,2,... is given by

e e
k!
Figure 6.2 shows the probability mass function for different values for A and k =0, ..., 20.

Fle,N) =P{we Q: X(w) =k}) =

For a Poisson distributed random variable X ~ Pois(\), the positive real number A € R is equal to
the expected value of X and also to the variance

A =E(X) = Var(X).

The Poisson distribution can be applied to systems with a large (theoretically infinite) number of
possible events, each of which is rare.
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Figure 6.2: Probability mass functions of the Poisson distribution with different values for .

Ezample for a Poisson distribution

Assume that the number of defaults per year on a large set of loans will be measured as no defaults,
one default, two defaults and so on. In average the number of defaults per year is 0.3. Then, the
probability that there are two defaults in one year is

0.3%2¢793  0.06667
P{weQ: X(w)=2}) = 3; - 0626 3 003333,

Therefore the probability of two defaults in one year is 3.33%.

6.6.4 Normal distribution

In 1809 Carl Friedrich Gauss published his monograph «Theoria motus corporum coelestium in sectio-
nibus conicis solem ambientium:> where among other things he introduced several important statistical
concepts, such as the method of least squares, the method of maximum likelihood and the normal
distribution.

In probability theory, the normal distribution (or Gaussian distribution) is a continuous probability
distribution that has a bell-shaped probability density function, known as the Gaussian function. A
continuous variable X is normally distributed if its probability density function is of the form

1 -1(z)”

flasp,0%) =
o\ 2T

Figure 6.3 shows the probability density function of the normal distribution for different values for u

and o2, Sometimes it is denoted ¢, ,2(z).

For a normal distributed continuous random variable X ~ N(u, 0?), the parameter u is the mean or

expected value,
E(X) = p.
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Figure 6.3: Probability density function ¢,, ,2(x) of normally distributed random variables with diffe-
rent values for p and o2.

2 is its variance,

The second parameter o
Var(X) = o2

o is known as the standard deviation. The distribution with y = 0 and 02 = 1 is called the standard

normal distribution.

Figure 6.4: Cumulative distribution functions @, ,2(z) of normally distributed random variables with
different values for 4 and o2.

The normal distribution is considered the most prominent probability distribution in statistics. There
are several reasons for this:

1. The normal distribution arises from the central limit theorem, which states that under mild

conditions the mean of a large number of random variables drawn from the same distribution is
distributed approximately normally, irrespective of the form of the original distribution.
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2. The normal distribution is very tractable analytically. This means, that a large number of results
involving this distribution can be derived in ezplicit form.

There are several rules of the thumb describing properties of the normal distribution.
e About 68% of the values lie within 1 standard deviation of the mean.
e Similarly, about 95% of the values lie within 2 standard deviations of the mean.

e Nearly all (99.7%) of the values lie within 3 standard deviations. In figure 6.5 these levels are
shown graphically.

34.1% 34.1%

Figure 6.5: Empirical rules of a normally distributed random variable shown with its density function.

6.6.5 Standardized normal distribution

As stated above, the normal distribution with p = 0 and 02 = 1 is called the standard normal distri-
bution. Every normally distributed random variable X with known parameters for 1 and o2 can be
transformed into a random variable Z with standard normal distribution by the linear transformati-
on
z=X—1
o

where p is the mean of the population and o is the standard deviation of the population. Here, Z
represents the distance between the raw score and the population mean in units of the standard
deviation. Z is negative where the raw score is below the mean, positive when above.

Standardization can be used to calculate prediction intervals for a normally distributed random va-
riable X with known mean and variance. A prediction interval is an estimate of an interval in which
future observations will fall with a certain probability, given what has already been observed. A pre-
diction interval [, u] for a future observation of the random variable X ~ N(u,0?) with known mean
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and variance can be calculated from

y=P{{weQ:l< X(w)<u})
B )

:P<{weQ:l;“<Z(w)<“;”}),

X —p

)

where

7 =
(o2

is the standard score of X and is distributed according to the standard normal distribution, Z ~
N(0,1).

significance v z value
50% 0.67
90% 1.64
95% 1.96
99% 2.58

Table 6.1: z-values for different levels of significance for symmetric intervals.
A prediction interval is conventionally written as
[ — zo,u+ zo).

The most important values for z are shown in table 6.1 for symmetric intervals. For a single tail 4 has
to be transformed as in

5 —1— 1-v

Y= 5

Ezxample for the calculation of a prediction interval for a normally distributed random variable
Assume, we want to calculate the 95% prediction interval for a normal distribution with a mean of
@ =5 and a standard deviation of o = 2.

Then z equals 1.96. Therefore, the lower limit of the prediction interval is
l=5—(2-1.96) = 1.0801

and the upper limit equals
u=5+(2-1.96) = 8.9199.

Thus we get the prediction interval of approximately 1 to 9, where 95% of all observations will lie
in.
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