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Preamble

This text is the sole document needed to prepare for the admission test to the study programme 
Quantitative Asset and Risk Management (ARIMA) at the University of Applied Sciences BFI
Vienna. This admission test will be conducted as a PC-based multiple choice test. During the test,
applicants are either asked to perform similar calculations as shown in the text or to use the
definitions included for a plausibility check on the presented answers.

Overall, this text contains six chapters, of which the first three discuss important mathematical con-
cepts such as algebra, the definition and properties of functions and the calculation of the derivative 
of a function. Chapter 4 presents the fundamental concepts used for calculating the rate of return.
Returns and returns vectors are one of the most important inputs to models in mathematical finance
and are therefore part of almost every course covered during the ARIMA study programme.

Chapters 5 and 6 highlight basic statistical concepts. Chapter 5 discusses the possibilities of descriptive
statistical methods used for analyzing and presenting given data sets. In the closing chapter the
theoretical concept of random variables is briefly introduced. Additionally some of the most important
theoretical probability distributions such as the Binomial distribution and the Gaussian distribution
are covered in some detail.

The preparation text was written by the members of the ARIMA-Team. Although we review it in
regular intervals, it may still include some typos and literal mistakes. Feedback is always welcomed!
We wish everyone reading this text a good time and hope that we will meet at our admission test.

Best regards,
The ARIMA-Team November 2024 in Vienna, Austria
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1 Algebra

The major difference between algebra and arithmetics is the inclusion of variables in algebra. While
in arithmetics only numbers and their arithmetical operations (such as +,−, ·,÷) occur, in algebra
variables such as x and y or a and b are used to replace numbers.

The purpose of using variables is to allow generalisations in mathematics. This is useful because it
allows

� arithmetical equations to be stated as laws (e.g. a+ b = b+ a for all a and b).

� reference to values which are not known. In context of a problem, a variable may represent a
certain value which is not yet known, but which may be found through the formulation and
manipulation of equations.

� the exploration of mathematical relationships between quantities.

1.1 Elementary algebra

In elementary algebra, an expression may contain numbers, variables and arithmetical operations.
These are conventionally written with ≪higher-power≫ terms on the left.

Examples for algebraic expressions

1. x+ 2

2. x2 − 2y + 7

3. z8 + x3(b+ 2x) + a4b− π

4. a3−4ab+3
a2−1

In mathematics it is important that the value of an expression is always computed the same way.
Therefore, it is necessary to compute the parts of an expression in a particular order, known as
the order of operations. In elementary algebra three mathematical operations are used. Algebraic
expressions can be linked via addition, multiplication and applying exponents. Additionally, algebraic
expressions can contain parenthesis and absolute value symbols.

The standard order of operations is expressed in the following list.
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1 Algebra

1. parenthesis and other grouping symbols including brackets

2. absolute value symbols and the fraction bar

3. exponents and roots

4. multiplication and division

5. addition and substraction

The three basic algebraic operations have certain properties. These are briefly described in the following
list.

Addition The symbol for addition is + and for its inverse operation substraction it is −. While addition
is associative1 and commutative2, substraction is neither of them.

Multiplication The standard symbol for multiplication is ·. Sometimes × is used as well. By con-
vention, the symbol for multiplication can be left out if the interpretation is clear. The symbol
for its inverse operation division is ÷ or the fraction bar. Similar to addition, multiplication is
associative and commutative, while division is not. Furthermore multiplication is distributive3

over addition.

Exponentiation Usually exponentiation is represented by raising the exponent, e.g. ab. Like the two
inverse operations substraction and division, exponentiation is neither commutative nor associa-
tive. But it distributes over multiplication, as

(ab)c = acbc

holds for all a, b and c.

1An operation ⋄ is associative if and only if

(a ⋄ b) ⋄ c = a ⋄ (b ⋄ c)

holds for all a, b and c.
For example:

(3 + 4) + 5 = 7 + 5 = 12 = 3 + 9 = 3 + (4 + 5).

2An operation ⋄ is commutative if and only if
a ⋄ b = b ⋄ a

holds for all a and b.
For example:

3 + 4 = 7 = 4 + 3.

3An operation ⋆ distributes over an operation ⋄, if and only if

(a ⋄ b) ⋆ c = a ⋆ c ⋄ b ⋆ c

holds for all a, b and c.
For example:

(3 + 4) · 5 = 7 · 5 = 35 = 15 + 20 = (3 · 5) + (4 · 5).
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1 Algebra

Exponentiation has two inverse operations, the logarithm and the nth root. For the logarithm

aloga b = b = loga a
b

holds for all a and b whereas for the root (
b
√
a
)b

= a

holds for all a and b.

Additionally the following equations hold

a
m
n =

(
n
√
a
)m

= n
√
am,

abac = ab+c,(
ab
)c

= abc.

Examples for elementary algebraic operations

1. Applying the multiplicative distribution rules for (x2 + 2x− 1)(x+ 2) we have

(x2 + 2x− 1)(x+ 2) = x3 + 2x2 − x+ 2x2 + 4x− 2

= x3 + 4x2 + 3x− 2.

2. For (a2 − 3b)2 we have

(a2 − 3b)2 = a4 − 6a2b+ 9b2.

3. A fraction like x+4
x2−1

+ 3x
x2−1

+ 4x can be simplified as

x+ 4

x2 − 1
+

3x

x2 − 1
+ 4x =

(x+ 4) + (3x) + 4x(x2 − 1)

x2 − 1

=
x+ 4 + 3x+ 4x3 − 4x

x2 − 1
=

4x3 + 4

x2 − 1
.

For 4x
7 + 8

7 − x we have

4x

7
+

8

7
− x =

4x− 7x+ 8

7
=

−3x+ 8

7
.

Finally, x2−1
x+1 is simplified as

x2 − 1

x+ 1
=

(x+ 1)(x− 1)

x+ 1
= x− 1.

4. Calculating with exponents simplifies (3a)4 · (3a)7 · a to

(3a)4 · (3a)7 · a = (3a)4+7 (3a)
1

3
=

312a12

3
= 311a12

and
√
x · x2 to

√
x · x2 = x

1
2x2 = x

5
2 =

√
x5.
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1 Algebra

5. A standard multiplicative rule is that

(x+ 1)(x− 1) = x2 − x+ x− 1 = x2 − 1

holds.

1.2 Equations

In general, an equation is a mathematical statement that asserts the equality of two expressions. It is
written by placing the expressions on either side of an equals sign =, for example

x+ 2 = 6

asserts that x+ 2 is equal to 6.

Equations often express relationships between given quantities, the knowns, and quantities yet to
be determined, the unknowns. Usually unknowns are denoted by letters at the end of the alpha-
bet (x, y, z, w, . . .) while knowns are denoted by letters at the beginning (a, b, c, . . .). The process of
expressing the unknowns in terms of the knowns is called solving the equation.

The example stated above shows an equation with a single unknown. A value of that unknown for
which the equation is true is called a solution or root of the equation. In the example above, 4 is the
solution.

If both sides of the equations are polynomials the equation is called an algebraic equation.

1.2.1 Linear equations

The simplest equations to solve are linear equations that have only one variable. They contain only
constant numbers and a single variable without an exponent.

The central technique is add, subtract, multiply or divide both sides of the equation by the same
number in order to isolate the variable on one side of the equation. Once the variable is isolated, the
other side of the equation is the value of the variable.

In the general case a linear equation looks as follows

ax+ b = c.

The solution is given by

x =
c− b

a
.
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1 Algebra

1.2.2 Quadratic equations

All quadratic equations can be expressed in the form

ax2 + bx+ c = 0,

where a is not zero (if it were so, the equation would be a linear equation). As a ̸= 0 we may divide
by a and rearrange the equation into the standard form

x2 + px+ q = 0.

Then the solution of the equation can be calculated by using the following formula:

x1,2 = −p

2
±
√

p2

4
− q. (1.1)

A quadratic equation with real coefficients (a, b, c ∈ R) can have either zero, one or two distinct real
roots, or two distinct complex roots. The discriminant determines the number and nature of the roots.
The discriminant is the expression underneath the square root sign. If it is negative, the solutions are
complex (∈ C) and no real root exists. If it is positive, the solutions are real (∈ R) and if it is 0, there
is only one real solution (formally, the two real solutions coincide).

1.2.3 Exponential and logarithmic equations

An exponential equation is an equation of the form

ax = b for a > 0,

which has the solution

x = loga b =
log b

log a

when b > 0.

Elementary algebraic techniques are used to rewrite a given equation. As mentioned above this is used
to isolate the unknown and thus calculate the solution.

For example, if
3 · 2x−1 + 1 = 10

then, by subtracting 1 from both sides, and then dividing both sides of the equation by 3 we obtain

2x−1 = 3.

Applying the natural logarithm (see section 2.6.6 for properties of the logarithmic functions) on both
sides we get

(x− 1) log 2 = log 3

9
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or

x =
log 3

log 2
+ 1 ≈ 2.5850.

A logarithmic equation is an equation of the form

loga x = b for a > 0,

which has the solution
x = ab.

1.2.4 Radical equations

A radical equation is an equation of the form

x
m
n = a m, n ∈ N, n ̸= 0.

For these types of equations two cases have to be considered separately.

� If the exponent m is odd the equation has the solution

x = m
√
an =

(
m
√
a
)n

.

� If the exponent m is even and a ≥ 0 the equation has the two solutions

x = ± m
√
an = ±

(
m
√
a
)n

.

Examples for solving equations

1. The equation 4x = 8 can be solved by dividing both sides by 4. The solution to the equation is
x = 2.

2. The equation x2 + 10x− 11 = 0 can be solved directly using the solution given in equation 1.1.
As p = 10 and q = −11 we get:

x1,2 = −5±
√
25− (−11) = −5±

√
36

x1 = −5 + 6 = 1

x2 = −5− 6 = −11.

3. Let us consider4

4 log10(x− 3)− 2 = 6.

By adding 2 to both sides, followed by dividing both sides of the equation by 4 we get

log10(x− 3) = 2.

4For the definition of the logarithm to the base 10, denoted as log10(·) see section 2.6.6.
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By applying the function
f(x) = 10x

on both sides of the equation we obtain x− 3 = 102 = 100 and x = 103 respectively.

4. The equation

(x+ 5)
2
3 = 4

has an even exponent m = 2 and positive a = 4. Therefore there exist two solutions. We get

x+ 5 = ±
(√

4
)3

= ±8

x1,2 = −5± 8

and x ∈ {3,−13}.
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2 Functions

The first formalization of functions was created in the 17th century by Gottfried Wilhelm Leibniz. He
coined the term function to indicate the dependence of one quantity on another.

A function can be described as a ≪machine≫, a ≪black box≫ or a ≪rule≫ that, for each input, returns
a corresponding output. Figure 2.1 shows a schematic picture of the relationships of a function f(x).

Figure 2.1: A function f takes an input x and returns an output f(x).

2.1 Definition of functions

In formal terms a function f is given by

f : D → R

x 7→ f(x).

To distinguish the different sets involved in the definition of a function the following terms are used:

Domain The input x to a function is called the argument of the function. The set of all possible inputs
D is called the domain.

Range The output f(x) of a function is called the value. The set R of all possible outputs is called
the range.

Image The image of a subset A of the domain under the function can be defined as well. For A ⊆ D
the image of A under f is denoted f(A) ⊆ R and is a subset of the functions range.

12



2 Functions

The image of the whole domain D under f is a subset of the range R as well. We have f(D) ⊆ R.
f(D) is sometimes simply referred to as the image of f .

Preimage The preimage of a subset B of the range of the function (B ⊆ R) under the function
f is the set A ⊆ D of all elements x for which f(x) lies within B, formally A = f−1(B) or
A = {x ∈ A : f(x) ∈ B}.

Graph The set {(x, f(x)) : x ∈ D} of all paired inputs and outputs is called the graph of the function.
A function is fully defined by its graph. In case of a real-valued function f of real values, the
graph of f lies in the xy-plane.

2.2 Well defined functions

Generally spoken, a function is well defined if there is a unique f(x) for every x in the domain of
f . This means that a function is well defined if and only if all arguments x have only one possible
function value f(x) (or none).

For functions where the domain and the range consist of real numbers, there is a general rule to
determine if the function is well defined. This rule is called the vertical line test.

A curve in the xy-plane is the graph of some function f with R as domain and range, if
and only if no vertical line intersects the curve more than once.

Examples for different functions

1. The function of a simple parabola in the plane is defined by

f : R → R
x 7→ x2

and shown in figure 2.2.

2. The function which aligns every integer number to the constant number 4 is defined by

f : Z → Z
x 7→ 4

and shown in figure 2.3.

3. A function which aligns every number to its non-negative number is defined by

f : R → R
x 7→ |x|

and shown in figure 2.4.
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Figure 2.2: The polynomial function f(x) = x2 from -5 to 5.
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Figure 2.3: The constant function f(x) = 4 from -5 to 5.
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Figure 2.4: The absolute value function f(x) = |x| from -5 to 5.

4. Furthermore, a function can be defined piecewise. That is a function which is defined by multiple
subfunctions, each subfunction applying to a certain interval of the main functions domain (a

14
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sub-domain):

f : R → R

x 7→


0, x ≤ −1

+
√
1− x2, −1 < x < 1

x, x ≥ 1.

Figure 2.5 shows the graph of the function.

−5 −4 −3 −2 −1 0 1 2 3 4 5
0

1

2

3

4

5

Figure 2.5: A piecewise defined function from -5 to 5 with a jump at x = 1.

There are many ways to describe or represent a function. Some functions may be described by a
formula or an algorithm that defines how to compute the output for a given input. A function can also
be presented graphically. Sometimes functions are given by a table that gives the outputs for selected
inputs. Furthermore a function can be described through its relationship with other functions, for
example as an inverse function or as a solution of a differential equation.

2.3 Properties of functions

It is not enough to say ≪f is a function≫ without specifying the domain and the range, unless these
are known from the context. For example, a formula such as

f(x) =
√

x2 − 5x+ 6

is not a properly defined function on its own. However, it is standard to take the largest possible
subset of R as the domain (in this case x ≤ 2 or x ≥ 3) and R as range.

2.3.1 Equations of functions

Well defined functions, which lie in the xy-plane can be represented by their equations. For a function
f(x) the equation can be obtained by replacing f(x) with y.

15
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For example, the function

f : R → R
x 7→ x2 − 4x+ 3

lies in the xy-plane. The equation for this function is y = x2 − 4x+ 3.

2.3.2 Monotone functions

A function whose graph is always rising as it is traversed from left to right is said to be an increasing
function.
Definition Let x1 and x2 be arbitrary points in the domain of a function f . Then f is strictly
increasing if

f(x1) < f(x2) whenever x1 < x2.

A function whose graph is always falling as it is traversed from left to right is said to be a decreasing
function.
Definition Again, let x1 and x2 be arbitrary points in the domain of a function f . Then f is strictly
decreasing if

f(x1) > f(x2) whenever x1 < x2.

Note that strictly increasing and strictly decreasing functions are always injective and therefore inver-
tible (see section 2.5).

2.3.3 Continuity

Another important property of functions is the property of continuity. A continuous function is a
function for which ≪small≫ changes in the input result in ≪small≫ changes in the output. Otherwise,
a function is said to be discontinuous.

If the function is a real-valued function of real values and therefore its graph lies in the xy-plane, then
the continuity of the function can be recognized in the graph. The function is continuous if, roughly
speaking, the graph is a single unbroken curve with no gaps or jumps.

There are several ways to make this intuition mathematically rigorous. For example:

The function f : D → R is continuous at c ∈ D, if and only if for every ε > 0 there is a
δ > 0 such that

for all x ∈ D for which it holds that |x− c| < δ =⇒ |f(x)− f(c)| < ε.

More intuitively, we can say that if we want to get all the f(x) values to stay in some small
neighborhood around f(c), we simply need to choose a small enough neighborhood for the
x values around c. If that is possible, no matter of how small the f(c)-neighborhood is,
then f is continuous at c.
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A function f is said to be continuous if it is continuous at all points c ∈ D.

Examples of continuous and discontinuous functions

1. All polynomials are continuous, for example f(x) = x2 − 1.

2. The absolute value function f(x) = |x| is continuous.

3. The sign-function

sgn(x) =


1 if x > 0
0 if x = 0
−1 if x < 0

is not continuous, as it jumps around x = 0.

2.4 Operations with functions

In analogy to arithmetics, it is possible to define addition, subtraction, multiplication and division of
functions. Another important operation on functions is composition. When composing functions, the
output from one function becomes the input to another function.

2.4.1 Arithmetic operations

For this section we consider the two function f : D → R and g : D′ → R′.

Addition of functions The addition of two functions f and g is defined as

(f + g)(x) = f(x) + g(x).

The domain of the new function f + g is the intersection of the domains of f and g. Formally,
we get D ∩D′ as the domain of the function f + g.

Subtraction of functions Similarly, the subtraction of two functions f and g is defined as

(f − g)(x) = f(x)− g(x).

Again, the domain of the new function f − g is the intersection of the domains of f and g.
Formally, we get D ∩D′ as the domain of the function f − g.

Multiplication of functions Additionally, the multiplication of two functions f and g is defined as

(f · g)(x) = f(x) · g(x),

where the domain of the new function f · g is the intersection of the domains of f and g. Again,
we get D ∩D′ as the domain of the function f · g.
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Division of functions Finally, the division of two functions f and g is defined as(
f

g

)
(x) =

f(x)

g(x)
.

In this case the domain of the new function f/g is the intersection of the domains of f and g
excluding the points where g(x) = 0 (to avoid division by zero). Note that the points x where
g(x) = 0 can be written as the preimage of the set containing 0 under the function g. We get
(D ∩D′) \ g−1({0}) as the new domain.

2.4.2 Composition of functions

Now we consider a new operation on functions, called composition. This operation has no direct
analogy in arithmetics. Informally stated, the operation of composition is performed by substituting
some function for the variable of another function.

Definition Given functions f : D → R and g : D′ → R′, the composition of f and g, denoted by f ◦g,
is the function defined by

(f ◦ g)(x) = f(g(x)).

The domain of f ◦ g is defined as all x in the domain of g for which g(x) is in the domain of f . If we
denote the new domain with E, this means E = {x ∈ D′ : g(x) ∈ D}.

Examples

1. Let f(x) = x2 − 3x+ 4 and g(x) = x2 − 1. Then we have

a. (f + g)(x) = x2 − 3x+ 4 + x2 − 1 = 2x2 − 3x+ 3

b. (f − x)(x) = x2 − 3x+ 4− (x2 − 1) = −3x+ 5

c. (f · g)(x) = (x2 − 3x+ 4)(x2 − 1) = x4 − 3x3 + 3x2 + 3x− 4

d.
(
f
g

)
(x) = x2−3x+4

x2−1
, which is defined for x ∈ R \ {−1, 1}.

2. Let f(x) = x3 and g(x) = x2 − 4. Then we have

a. (f + g)(x) = x3 + x2 − 4

b. (f − g)(x) = x3 − x2 + 4

c. (f · g)(x) = x5 − 4x3

d.
(
f
g

)
(x) = x3

x2−4
, which is defined for x ∈ R \ {−2, 2}.

3. Let f(x) = x2 − 3x+ 4 and g(x) = x2 − 1. Lets calculate f ◦ g(x) and g ◦ f(x).
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a. For f ◦ g(x) we get

f(g(x)) = (x2 − 1)2 − 3(x2 − 1) + 4 = x4 − 5x2 + 8.

b. For g ◦ f(x) we get

g(f(x)) = (x2 − 3x+ 4)2 − 1 = x4 − 6x3 + 17x2 − 24x+ 15.

4. Let f(x) = 1
x2 and g(x) = x2 + 4. Lets calculate f ◦ g(x) and g ◦ f(x).

a. For f ◦ g(x) we get

f(g(x)) =
1

(x2 + 4)2
.

b. For g ◦ f(x) we get

g(f(x)) =

(
1

x2

)2

+ 4 =
4x4 + 1

x4
.

2.5 Inverse functions

In mathematics, an inverse function is a function that undoes another function. Two functions f and
g are said to be inverse to each other, if an input x into the function f produces an output y and
plugging this y into the function g produces the output x, and vice versa.

Example
Suppose g is the inverse function of f . Then f(x) = y and g(y) = x. Furthermore f(g(x)) = x, meaning
g(x) composed with f(x) leaves x unchanged.

A function f that has an inverse is called invertible. The inverse function is unique for every f and is
denoted by f−1.

Definition and determination of the inverse function

Let f be a function whose domain is the set D and whose range is the set R. Then f is invertible if
there exists a function g with domain R and range D with the property:

f(x) = y if and only if g(y) = x.

If f is invertible, the function g is unique and is called the inverse of f , denoted by f−1.

Not all functions have an inverse. For this rule to be applicable, each element y ∈ R must correspond
to no more than one x ∈ D. A function f with this property is called injective.

The most powerful approach to find a formula for f−1 , if it exists, is to solve the equation x = f(y)
for y.
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Graph of the inverse function

If f and f−1 are inverses, then the graph of the function y = f−1(x) is the same as the graph of
the equation x = f(y). Thus the graph of f−1 can be obtained from the graph of f by switching the
positions of the x and y axes. This is equivalent to reflecting the graph across the line y = x.

In figure 2.6 the graphs of the functions f(x) and f−1(x) of example 5 below are shown.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1

0

1

2

3 f(x)

f−1(x)

Figure 2.6: f(x) =
(
x+1
2

)3
in blue and its inverse f−1(x) = 2 3

√
x− 1 in green from 0 to 2.

Examples

1. The function f(x) = x2 is only invertible if the domain is restricted to positive numbers (or
alternative restricted to negative numbers). If so, the inverse function is f−1(x) =

√
x.

2. For a function f(x) = x− a, where a is a constant, the inverse function is f−1(x) = x+ a.

3. For a function f(x) = mx, where m is a constant, the inverse function is f−1(x) = x
m . Thereby

m ̸= 0 must hold.

4. For a function f(x) = 1
x the inverse function is f−1(x) = 1

x , where x ̸= 0 must hold.

5. f is the function

f(x) =

(
x

2
+

1

2

)3

.

To find the inverse we must solve the equation x =
(y
2 + 1

2

)3
for y:

x =

(
y

2
+

1

2

)3

3
√
x =

y + 1

2
2 3
√
x− 1 = y
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Thus the inverse function f−1 is given by the formula

f−1(x) = 2 3
√
x− 1.

2.6 Special functions

There exists an overwhelming number of different functions. Nevertheless there are several classes of
functions, which should be considered separately.

2.6.1 Polynomial functions

A polynomial function is a function that can be defined by evaluating a polynomial. A function f of
one argument is called a polynomial function if it satisfies

f(x) = anx
n + an−1x

n−1 + . . .+ a2x
2 + a1x+ a0 =

n∑
i=0

aix
i (2.1)

for all arguments x, where n is a non-negative integer and a0, a1, a2, . . . , an are constant coefficients.
A polynomial function is either zero, or can be written as the sum of one or more non-zero terms as
denoted in equation 2.1. The number of terms is always finite.

The exponent of a variable in a term is called the degree of that variable in that term. The degree of a
polynomial is the largest degree of any term. Since x = x1, the degree of a variable without exponent
is one. A term with no variable is called a constant term, or just a constant. The degree of a constant
term is 0, since x0 = 1.

−5 −4 −3 −2 −1 0 1 2 3 4 5

−40

−20

0

20

40

degree 2
degree 3
degree 5

Figure 2.7: Three polynomial functions of degree 2, 3 and 5 from -5 to 5.

Polynomial functions are widely used in different applications in physics, economics, calculus and
numerical analysis. Furthermore they can be used to approximate other functions. The application of
polynomial functions in a wide range of topics is due to some elementary properties of polynomials:
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1. A sum of polynomials is a polynomial. The degree of the resulting polynomial equals the higher
degree of the two added polynomials. For example (x2 + 3x+ 1) + (x− 1) = x2 + 4x.

2. A product of polynomials is a polynomial. The degree of the resulting polynomial equals the
sum of the degrees of the two multiplied polynomials. For example (x2 + 3x + 1)(x − 1) =
x3 + 2x2 − 2x− 1.

3. A composition of two polynomials is a polynomial. It is obtained by substituting a variable of
the first polynomial by the second polynomial. The degree of the resulting polynomial equals
the product of the degrees of the two polynomials of the composition.
For example, for f(x) = x2 + 3x+ 1 and g(x) = x− 1 the composition f ◦ g results in

f ◦ g(x) = x2 + x− 1.

Note that the composition g ◦ f results in a different polynomial, namely

g ◦ f(x) = x2 + 3x.

4. All polynomials are continuous functions.

5. The derivative5 of the polynomial

anx
n + an−1x

n−1 + . . .+ a2x
2 + a1x+ a0

is the polynomial
nanx

n−1 + (n− 1)an−1x
n−2 + . . .+ 2a2x+ a1.

Furthermore polynomials are smooth functions, which means that all orders of derivatives of
polynomials exist. The resulting derivatives of any order are always polynomials as well.

6. Any polynomial function P (x) of nth order has n roots (roots are values for x where P (x) = 0).
These roots may be complex numbers (∈ C).

Furthermore every polynomial function can be written as product of simpler polynomials, using
its roots. Let (xi)i=1,...,n denote the roots of the polynomial function P (x) of degree n. Then the
following holds

P (x) = anx
n + an−1x

n−1 + · · ·+ a1x+ a0

= an(x− x1) · . . . · (x− xn).

Examples of different polynomials

1. A constant polynomial would be f(x) = 3.

2. Linear polynomials look like f(x) = 2x− 1
2 and f(x) = 3x

2 − 2.

3. A polynomial of degree 2 is f(x) = x2 + 3x+ 20.

5For more information on derivatives, see chapter 3.
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4. A polynomial of degree 3 is f(x) = 7x3

12 + x2 − 5x.

5. A polynomial of degree 5 looks like f(x) = x5−3x3

100 − 8.

6. In figure 2.7 the graphs of the polynomials given in examples 3-5 are shown.

2.6.2 Power functions

Power functions are elementary mathematical functions of the form

f : x 7→ a · xr a, r ∈ R.

The possible domain6 depends on the exponent. If roots of negative numbers are not allowed (which
is mostly the case, except if the range includes complex numbers C), then the maximum size of the
domain D of the power function depends on the exponent r ∈ R. Table 2.1 lists the possible domains,
depending on the nature of the exponent r.

r > 0 r < 0

r ∈ Z D ⊆ R D ⊆ R \ {0}
r ̸∈ Z D ⊆ R+

0 D ⊆ R+

Table 2.1: The possible domains D for power functions, depending on r ∈ R.

For the maximum range of a power function, the sign of a has to be considered as well. If r ∈ Z, the
range differs depending on whether r is an odd or even number. Table 2.2 lists the possibilities for
the maximum range of the power function, depending on the nature of the coefficient a ∈ R and the
exponent r ∈ R of the power function.

r > 0 r < 0

r even or r ̸∈ Z r odd r even or r ̸∈ Z r odd

a > 0 R ⊆ R+
0 R ⊆ R R ⊆ R+ R ⊆ R \ {0}

a < 0 R ⊆ R−
0 R ⊆ R R ⊆ R− R ⊆ R \ {0}

Table 2.2: The possible maximum ranges R for power functions, depending on a, r ∈ R.

Examples of power functions

1. f(x) = x4

2. f(x) =
7
√
x3 = x

3
7

3. f(x) = 5√
x
= 5x−

1
2

4. f(x) = 1
7 · 1

x5 = 1
7x

−5

6See section 2.1.
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2.6.3 Rational functions

A rational function is a function which can be written as ratio of two polynomial functions7. Neither the
coefficients of the polynomials nor the values taken by the function are necessarily rational numbers.

In case of one variable x, a function is called a rational function if and only if it can be written in the
form

f(x) =
P (x)

Q(x)

where P (x) and Q(x) are polynomial functions and Q is not the zero polynomial. The domain of f is
the set of all points x for which the denominator Q(x) is not zero.

Examples for different rational functions

1. An example for a rational function of degree 2 is

f(x) =
x2 − 3x− 2

x2 − 4
.

The graph of this function is shown in figure 2.8. It can be seen that the function has a horizontal
asymptote at y = 1 and two vertical asymptotes at x = ±2. For x = ±2 the function is not
defined.

−5 −4 −3 −2 −1 0 1 2 3 4 5
−10

−5

0

5

10

Figure 2.8: f(x) = x2−3x−2
x2−4

from -5 to 5 with vertical asymptotes at x± 2.

2. A rational function of degree 3 is

f(x) =
x3 − 2x

2(x2 − 5)
.

The graph of this function is shown in figure 2.9. It can be seen that the function has two
vertical asymptotes at x = ±

√
5. Furthermore the linear function g(x) = x

2 is an asymptote. For

x = ±
√
5 the function is not defined.

7See section 2.6.1.
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Figure 2.9: f(x) = x3−2x
2(x2−5)

from -5 to 5 with vertical asymptotes at x±
√
2.

2.6.4 Trigonometric functions

Trigonometric functions are functions of an angle. They are used to relate angles of a triangle to the
length of the sides of that triangle. The most familiar trigonometric functions are sine, cosine and
tangent.

The definition of trigonometric functions works best in the context of the standard unit circle with
radius 1. In such a circle a triangle is formed by a ray originating at the origin and making some
angle θ with the x-axis. The sine of the angle θ gives the length of the y-component (rise) of the
triangle, the cosine gives the length of the x-component (run) and the tangent function gives the slope

(y-component divided by the x-component). Thus it holds that tan(θ) = sin(θ)
cos(θ) . These relationships

are shown in figure 2.10.

sin(θ)

cos(θ)

tan(θ)

Figure 2.10: The unit circle, a ray (θ = 45◦) and the functions sin(θ), cos(θ) and tan(θ).

Trigonometric functions have a wide range of applications including computing unknown lengths and
angles in triangles or modeling periodic phenomena. In figure 2.11 the sine function sin(θ) within the
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model of the unit circle and its function values are presented. It is easy to see that sine is a periodic
function oscillating between -1 and 1.

Figure 2.11: The sine function sin(θ), the unit circle and the graph of the function sin(θ).

For angles greater than 2π or less than −2π the circle is rotated more than once and therefore sine
and cosine are periodic functions with periodicity 2π. To be more exact, the following holds for any
angle θ and integer k:

sin θ = sin(θ + 2πk)

cos θ = cos(θ + 2πk).

The trigonometric functions satisfy a range of identities which make them very powerful in algebraic
calculations. Here is a list of the most important identities.

� Most frequently used is the Pythagorean identity, which states that for any angle, the square of
the sine plus the square of the cosine is 1. In symbolic form, the Pythagorean identity is written
as

sin2 x+ cos2 x = 1.

� Other key relationships are the sum and difference formulas, which give the sine and cosine of
the sum and difference of two angles in terms of sines and cosines of the angles themselves. For
the sine the formulas state

sin(x+ y) = sinx cos y + cosx sin y

sin(x− y) = sinx cos y − cosx sin y.

Similarly for the cosine the following holds

cos(x+ y) = cosx cos y − sinx sin y

cos(x− y) = cosx cos y + sinx sin y.
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� When the two angles are equal, the sum formulas reduce to simpler equations known as the
double-angle formulae.

sin 2x = 2 sinx cosx

cos 2x = cos2 x− sin2 x = 2 cos2 x− 1

2.6.5 Exponential function ex

The exponential function is the function ex, where e is the number

2.71828 18284 59045 23536 02874 71352 66249 77572 47093 69995 . . .

such that the function ex is its own derivative. The exponential function can be used to model a
relationship in which a constant change in the independent variable gives the same proportional
change (e.g. percentage increase or decrease) in the dependent variable.

The function is often written as exp(x), especially when it is impractical to write the independent
variable as superscript. The graph of the exponential function for real numbers is illustrated in figure
2.12.

−5 −4 −3 −2 −1 0 1 2
0

2

4

6

8

Figure 2.12: The exponential function exp(x) from -5 to 2.

The exponential function arises whenever a quantity grows or decays at a rate proportional to its
current value. One such situation is continuously compounded interest. Leonhard Euler has proven in
the 18th century that the number

lim
n→∞

(
1 +

1

n

)n

actually exists. It is now known as e.

If a principal amount of 1 earns interest at an annual rate of x compounded monthly, then the interest
earned each month is x

12 times the current value, so each month the total value is multiplied by (1+ x
12),

and the value at the end of the year is (
1 +

x

12

)12
.
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If instead interest is compounded daily this becomes(
1 +

x

365

)365
.

Letting the number of time intervals per year grow without bound leads to the limit definition of the
exponential function

ex = exp(x) = lim
n→∞

(
1 +

x

n

)n
,

first given by Euler. Another very important application of the exponential function stands in the
center of mathematical finance which is the core of our study program, Quantitative Asset and Risk
Management (ARIMA). This is the calculation of continuously compounded rates of return. For a
brief introduction to return calculation, see chapter 4.

The importance of the exponential function in mathematics and sciences stems mainly from the
properties of its derivative (see section 3). In particular,

d

dx
ex = ex.

That is, ex is its own derivative.

2.6.6 Logarithmic functions

The logarithm of a number is the exponent by which another fixed value, the base, has to be raised to
produce that number. For example, the logarithm of 100 to base 10 is 2, because 100 = 102.

More generally, if x = by, then y is the logarithm of x to base b, and is written

y = logb(x).

For example log10(100) = 2.

Logarithms were introduced by John Napier in the early 17th century as a means to simplify calcu-
lations. They were rapidly adopted by scientists, engineers and others to perform computations more
easily using slide rules and logarithm tables. These devices rely on the fact that the logarithm of a
product is the sum of the logarithms of the factors:

logb(xy) = logb(x) + logb(y).

There are three distinct bases for which the logarithm is used often:

� The logarithm to base b = 10 is called the common logarithm and has many applications in
science and engineering. In this text the notation log10(x) for the logarithm to base 10 will be
used. For example log10(10000) = log10(10

4) = 4.

� The logarithm where the base is the Euler constant e is called the natural logarithm. It is
mostly used in mathematics and for the definition of continuously compounded rates of return in
mathematical finance (see section 4.2). In this text the notation log(x) for the natural logarithm
will be used. For example log(e3) = 3.
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� The logarithm to base b = 2 is called the binary logarithm and is used primarily in computer
science. In this text, we will not use the binary logarithm. In literature the notation lb(x) is
most commonly used. For example lb(8) = 3.

The graph of the natural logarithm function for real numbers is shown in figure 2.13.

0 1 2 3 4 5 6 7 8 9 10

−4

−2

0

2

Figure 2.13: The natural logarithm function log(x) for x ∈]0, 10].

It has been shown above that the logarithm of a product is the sum of the logarithms of the numbers
being multiplied. Analogical the logarithm of the ratio of two numbers is the difference of the loga-
rithms. The following listing shows all properties of logarithms regarding to arithmetic operations.

product The logarithm of the product is the sum of the logarithms. In formula:

logb(xy) = logb(x) + logb(y)

quotient The logarithm of the ratio is the difference of the logarithms. In formula:

logb

(
x

y

)
= logb(x)− logb(y)

power The logarithm of x to the power of p is p times the logarithm of x. In formula:

logb(x
p) = p · logb(x)

root The logarithm of the p-root of x is the logarithm of x divided by p. In formula:

logb
p
√
x =

logb(x)

p

Finally the base of the logarithm can be changed. The logarithm logb(x) can be computed from the
logarithms of x and b with respect to an arbitrary base c using the formula

logb(x) =
logc(x)

logc(b)
.
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3 Differentiation

In mathematics the derivative of a function f is a measure of how the function changes as its input
changes. Loosely speaking, a derivative can be thought of as how much one quantity is changing in
response to changes in some other quantity.

The derivative of a function at a chosen input value describes the best linear approximation to the
function near that input value. For a real-valued function with a single variable, the derivative at a
point equals the slope of the tangent line to the function at that point (see figure 3.1).

Figure 3.1: The graph of a function and its tangent line.

The process of finding a derivative is called differentiation. As stated above, differentiation is a me-
thod to compute the rate at which a dependent output y changes with respect to the change in the
independent input x. This rate of change is called the derivative of y with respect to x.

The simplest case is when y is a linear function of x, meaning that the graph y = f(x) in the xy-plane
is a straight line. In this case,

y = f(x) = kx+ d

for k, d ∈ R and the slope k is given by

k =
change in y

change in x
=

∆y

∆x
,

where the symbol ∆ (the uppercase form of the Greek letter Delta) is an abbreviation for ≪change
in≫. This gives the exact value k for the slope of the straight line and subsequently for its derivative.

If the function f is not linear, the change in y divided by the change in x varies as x varies. Differen-
tiation is a method to find an exact value for this rate of change at any given value of x. The idea is
to compute the rate of change as the limit of the ratio of the differences

∆y

∆x
=

f(x+ h)− f(x)

x+ h− x
=

f(x+ h)− f(x)

h
,

as ∆x (or h respectively) becomes infinitely small.

30



3 Differentiation

Figure 3.2: The graph of a function and a secant line to that function.

In figure 3.2 the graph of a function and its secant line are shown. As h becomes infinitely small, the
secant line becomes the tangent line. Its slope is the derivative of the function at x.

In Leibniz’s notation, such an infinitesimal change in x is denoted by dx, and the derivative of y with
respect to x is written

dy

dx
,

suggesting the ratio of two infinitesimal quantities. The expression is read as ≪the derivative of y with
respect to x≫ or ≪dy over dx≫.

Simultaneously with Leibniz, the English mathematician and physicist Newton has developed the
concept of differentiation in the 17th century. He developed a slightly different notation where the
difference quotient is defined as

∆f(x)

∆x
=

f(x+ h)− f(x)

h
.

The derivative is the value of the difference quotient as h becomes infinitesimally small.

3.1 Continuity and differentiability

For a function f to have a derivative at point a, it is necessary for the function f to be continuous at
a (see section 2.3.3), but continuity alone is not sufficient. For example, the absolute value function
f(x) = |x| is continuous at x = 0, but is not differentiable there (see figure 3.3).

In the graph of the function in the xy-plane this can be seen as a ≪kink≫ or a ≪cusp≫ in the graph
at x = 0. The derivative does not exist at x = 0 as the tangent line at this point is not unique.

Let f be a differentiable function, and let f ′(x) be its derivative. The derivative of f ′(x) - if it has
one - is written f ′′(x) and is called the second derivative of f . Similarly the derivative of a second
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Figure 3.3: The function f(x) = |x|. It is not differentiable at x = 0.

derivative is written f ′′′(x) and is called the third derivative of f . These repeated derivatives are called
higher-order derivatives.

A function that has infinitely many derivatives is called infinitely differentiable or smooth. For example,
every polynomial function is infinitely differentiable (see section 2.6.1).

3.2 Computing the derivative

In theory the derivative of a function can be computed from the definition by considering the difference
quotient and computing its limit. In practice the derivatives are computed using rules for obtaining
derivatives of complicated functions from simpler ones.

3.2.1 Differentiation is linear

For any functions f(x) and g(x) and any real numbers a, b and c, the derivative of the function
h(x) = a · f(x) + b · g(x) + c with respect to x is

h′(x) = a · f ′(x) + b · g′(x).

Special cases include

� the constant multiple rule
(a · f(x))′ = a · f ′(x)

� the sum rule
(f(x) + g(x))′ = f ′(x) + g′(x)
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3 Differentiation

� the subtraction rule
(f(x)− g(x))′ = f ′(x)− g′(x)

� the constant rule
(f(x) + c)′ = f ′(x)

3.2.2 The product rule

For the functions f(x) and g(x), the derivative of the function h(x) = f(x) · g(x) with respect to x
is

h′(x) = f ′(x) · g(x) + f(x) · g′(x).

3.2.3 The quotient rule

For the functions f(x) and g(x), the derivative of the function h(x) = f(x)
g(x) with respect to x is

h′(x) =

(
f(x)

g(x)

)′
=

f ′(x) · g(x)− g′(x) · f(x)
g(x)2

whenever g(x) is nonzero.

3.2.4 The chain rule

The derivative of the function of a function h(x) = f(g(x)) (or h(x) = f ◦g(x) respectively, see section
2.4.2) with respect to x is

h′(x) = f ′(g(x)) · g′(x).

3.2.5 The elementary and the generalized power rule

If f(x) = xr and r ∈ R \ {0}
f ′(x) = rxr−1.

If r = 0 then the function f is a constant function and its derivative equals 0.

The most general power rule is the functional power rule. For any functions f(x) and g(x),(
f(x)g(x)

)′
=

(
eg(x)·log(f(x))

)′
= f(x)g(x) ·

(
f ′(x)

g(x)

f(x)
+ g′(x) · log(f(x))

)
,

where both sides are well defined.
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3.2.6 Derivatives of exponential and logarithmic functions

The exponential function is its own derivative (see section 2.6.5), therefore

(ex)′ = ex.

For the logarithmic function the following holds

(logc x)
′ =

1

x log c
, c > 0, c ̸= 1, x ̸= 0

and

(log x)′ =
1

x
, x ̸= 0.

Furthermore

(log |x|)′ = 1

x
and (xx)′ = xx(1 + log x)

holds as well. By applying the chain rule it can be stated that

(log f)′ =
f ′

f
wherever f is positive.

3.2.7 Derivatives of trigonometric functions

The most important trigonometric functions were introduced in section 2.6.4. Their derivatives are

(sinx)′ = cosx,

(cosx)′ = − sinx,

(tanx)′ =
1

cos2 x
= 1 + tan2 x.

Examples

1. The derivative of
f(x) = 4x7

is
f ′(x) = 4 · 7x6 = 28x6.

2. The derivative of
f(x) = 3x8 + 2x+ 1

is
f ′(x) = 3 · 8x7 + 2x0 = 24x7 + 2.
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3 Differentiation

3. The derivative of
f(x) = 2

√
x = 2x

1
2

is

f ′(x) = 2 · 1
2
x−

1
2 =

1√
x
.

4. The derivative of
f(x) = (x+ 1)(x2 − x+ 1)

using the product rule is

f ′(x) = x0 · (x2 − x+ 1) + (x+ 1)(2x− 1x0)

= x2 − x+ 1 + (x+ 1)(2x− 1) = 3x2.

5. The derivative of

f(x) =
2x+ 4

x2 + 1

using the quotient rule is

f ′(x) =
2(x2 + 1)− 2x(2x+ 4)

(x2 + 1)2
= −2

x2 + 4x− 1

(x2 + 1)2
.

6. The derivative of

f(x) = sin

(
1

x2

)
using the chain rule is

f ′(x) = cos

(
1

x2

)
· (−2x−3) = − cos

(
1

x2

)
2

x3
.

7. The derivative of
f(x) = log 5x

is

f ′(x) =
5

5x
=

1

x
.

8. The derivative of
f(x) = x3ecosx

using the product rule and the chain rule is

f ′(x) = 3x2ecosx − x3 sinxecosx.
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4 Rate of return calculation

The rate of return expresses the profit, respectively loss, as a percentage of the original value of the
asset. It measures by what percentage the original value changed.

4.1 Discrete rate of return

The discrete rate of return R on an asset (alternatively called simple rate of return or periodically
compounded rate of return) is calculated as

R =
St2 − St1

St1

=
St2

St1

− 1,

where St1 and St2 are prices of an asset at different points in time t1 and t2, where t1 < t2. Hence R
represents a T -period discrete rate of return, where T = t2 − t1.

In order to be able to compare rates of return that are calculated over different time periods, the rates
of return are typically annualised. The annualised discrete rate of return Rann is calculated from the
T -period rate of return R as

Rann = (1 +R)
1/T − 1.

A T -period rate of return R is calculated from an annualised rate of return Rann as

R = (1 +Rann)T − 1.

The value at t2 of an investment in a specific asset at time t1 is

Vt2 = Vt1 · (1 +R) = Vt1 · (1 +Rann)T ,

where Vt1 and Vt2 represent the value of the investment at time t1 and t2, respectively.

Examples

Example 4.1 Consider the price information for four stocks, given in table 4.1.

Assume we want to calculate the T -period discrete rate of return R, the annualized discrete rate of
return Rann and the value of an original investment of e 10 000 in 2019 for all assets as of January
1st, 2021.

For Stock 1 we get:
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4 Rate of return calculation

Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on January 1st, 2019 (St1) 100e 67e 3 486e 587e
Price on January 1st, 2021 (St2) 110e 69e 3 674e 203e

Table 4.1: Prices for four stocks on two dates for example 4.1.

� a 2-year discrete rate of return:

R1 =
110

100
− 1 = 10%.

� an annualized discrete rate of return:

Rann
1 = 1.1

1/2 − 1 = 4.881%.

� a value on January 1st, 2021:

1V2016 = 10 000 · 1.048812 = 11 000e.

For Stock 2 we get:

� a 2-year discrete rate of return:

R2 =
69

67
− 1 = 2.985%.

� an annualized discrete rate of return:

Rann
2 = 1.02985

1/2 − 1 = 1.482%.

� a value on January 1st, 2021:

2V2016 = 10 000 · 1.014822 = 10 298.51e.

For Stock 3 we get:

� a 2-year discrete rate of return:

R3 =
3674

3 486
− 1 = 5.393%.

� an annualized discrete rate of return:

Rann
3 = 1.05393

1/2 − 1 = 2.661%.

� a value on January 1st, 2021:

3V2016 = 10 000 · 1.026612 = 10 539.30e.
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4 Rate of return calculation

For Stock 4 we get:

� a 2-year discrete rate of return:

R4 =
203

587
− 1 = −65.417%.

� an annualized discrete rate of return:

Rann
4 = 0.34583

1/2 − 1 = −41.193%.

� a value on January 1st, 2021:

4V2016 = 10 000 · 0.588072 = 3458.26e.

Example 4.2 Consider the price information for four stocks, given in table 4.2.

Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on November 30th, 2020 (St1) 107e 68e 3 681e 242e
Price on December 17th, 2020 (St2) 109e 70e 3 682e 199e

Table 4.2: Prices for four stocks on two dates for example 4.2.

Assume we want to calculate the T -period discrete rate of return R, the annualized discrete rate of
return Rann and the value of an original investment of e 10 000 on November 30th, 2020 for all four
assets as of December 17th, 2020.

The time period T is 17 days, corresponding to T = 17/365 = 0.04657534 years.

For Stock 1 we get:

� a 17/365-year discrete rate of return:

R1 =
109

107
− 1 = 1.869%.

� an annualized discrete rate of return8:

Rann
1 = 1.01869

365
17 − 1 = 48.827%.

� a value on December 17th, 2020:

1Vt2 = 10 000 · 1.48827
17
365 = 10 186.92e.

8Please note that
1
17
365

=
365

17
.
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4 Rate of return calculation

For Stock 2 we get:

� a 17/365-year discrete rate of return:

R2 =
70

68
− 1 = 2.941%.

� an annualized discrete rate of return:

Rann
2 = 1.02941

365
17 − 1 = 86.336%.

� a value on December 17th, 2020:

2Vt2 = 10 000 · 1.86336
17
365 = 10 294.12e.

For Stock 3 we get:

� a 17/365-year discrete rate of return:

R3 =
3682

3 681
− 1 = 0.027%.

� an annualized discrete rate of return:

Rann
3 = 1.00027

365
17 − 1 = 0.585%.

� a value on December 17th, 2020:

3Vt2 = 10 000 · 1.00585
17
365 = 10 002.72e.

For Stock 4 we get:

� a 17/365-year discrete rate of return:

R4 =
199

242
− 1 = −17.769%.

� an annualized discrete rate of return:

Rann
4 = 0.82231

365
17 − 1 = −98.501%.

� a value on December 17th, 2020:

4Vt2 = 10 000 · 0.01499
17
365 = 8223.14e.
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4 Rate of return calculation

4.2 Continuously compounded rate of return

The continuously compounded rate of return r on an investment (alternatively called log-return) is
mostly used in financial models. It is calculated as

r = log(St2)− log(St1) = log

(
St2

St1

)
,

where log( · ) is the natural logarithm (compare section 2.6.6) and St1 and St2 are prices of an
asset at different points in time t1 and t2, where t1 < t2. Hence r represents a T -period continuously
compounded rate of return, where T = t2 − t1.

The annualized continuously compounded rate of return rann is calculated from the T -period rate of
return r as

rann =
r

T
.

A T -period rate of return r is calculated from an annualized rate of return rann as

r = rann · T.

The value at t2 of an investment in a specific asset at time t1 is

Vt2 = Vt1 · er = Vt1 · er
ann·T ,

where Vt1 and Vt2 represent the value of the investment at time t1 and t2, respectively. e is the Euler’s
number, which was introduced in section 2.6.5.

Examples

Example 4.3 Consider the price information for four stocks, given in table 4.3.

Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on January 1st, 2019 (St1) 100e 67e 3 486e 587e
Price on January 1st, 2021 (St2) 110e 69e 3 674e 203e

Table 4.3: Prices for four stocks on two dates for example 4.3.

Assume we want to calculate the T -period continuously compounded rate of return r, the annualized
continuously compounded rate of return rann and the value of an original investment of e 10 000 in
2019 for all four assets as of January 1st, 2021.

For Stock 1 we get:

� a 2-year continuously compounded rate of return:

r1 = log

(
110

100

)
= 9.531%.
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4 Rate of return calculation

� an annualized continuously compounded rate of return:

rann1 = 0.09531 · 1
2
= 4.766%.

� a value on January 1st, 2021:

1V2016 = 10 000 · e0.04766·2 = 11 000e.

For Stock 2 we get:

� a 2-year continuously compounded rate of return:

r2 = log

(
69

67

)
= 2.941%.

� an annualized continuously compounded rate of return:

rann2 = 0.02941 · 1
2
= 1.471%.

� a value on January 1st, 2021:

2V2016 = 10 000 · e0.01471·2 = 10 298.51e.

For Stock 3 we get:

� a 2-year continuously compounded rate of return:

r3 = log

(
3 674

3 486

)
= 5.253%.

� an annualized continuously compounded rate of return:

rann3 = 0.05253 · 1
2
= 2.626%.

� a value on January 1st, 2021:

3V2016 = 10 000 · e0.02626·2 = 10 539.30e.

For Stock 4 we get:

� a 2-year continuously compounded rate of return:

r4 = log

(
203

587

)
= −106.182%.
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� an annualized continuously compounded rate of return:

rann4 = −1.06182 · 1
2
= −53.091%.

� a value on January 1st, 2021:

4V2016 = 10 000 · e−0.53091·2 = 3458.26e.

Example 4.4 Consider the price information for for stocks, given in table 4.4.

Asset Stock 1 Stock 2 Stock 3 Stock 4

Price on November 30th, 2020 (St1) 107e 68e 3 681e 242e
Price on December 17th, 2020 (St2) 109e 70e 3 682e 199e

Table 4.4: Prices for four stocks on two dates for example 4.4.

Assume we want to calculate the T -period continuously compounded rate of return r, the annualized
continuously compounded rate of return rann and the value of an original investment of e 10 000 on
November 30th, 2020 for all assets as of December 17th, 2020.

The time period T is 17 days, corresponding to T = 17/365 = 0.04657534 years.

For Stock 1 we get:

� a 17/365-year continuously compounded rate of return:

r1 = log

(
109

107

)
= 1.852%.

� an annualized continuously compounded rate of return:

rann1 = 0.01852 · 365
17

= 39.761%.

� a value on December 17th, 2020:

1Vt2 = 10 000 · e0.39761·
17
365 = 10 186.92e.

For Stock 2 we get:

� a 17/365-year continuously compounded rate of return:

r2 = log

(
70

68

)
= 2.899%.

� an annualized continuously compounded rate of return:

rann2 = 0.02899 · 365
17

= 62.238%.
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� a value on December 17th, 2020:

2Vt2 = 10 000 · e0.62238·
17
365 = 10 294.12e.

For Stock 3 we get:

� a 17/365-year continuously compounded rate of return:

r3 = log

(
3 682

3 681

)
= 0.027%.

� an annualized continuously compounded rate of return:

rann3 = 0.00027 · 365
17

= 0.583%.

� a value on December 17th, 2020:

3Vt2 = 10 000 · e0.00583·
17
365 = 10 002.72e.

For Stock 4 we get:

� a 17/365-year continuously compounded rate of return:

r4 = log

(
199

242

)
= −19.563%.

� an annualized continuously compounded rate of return:

rann4 = −0.19536 · 365
17

= −420.035%.

� a value on December 17th, 2020:

4Vt2 = 10 000 · e−4.20035· 17
365 = 8223.14e.

4.3 The relationship between discrete and continuously compounded
rate of return

A continuously compounded rate of return is calculated from a discrete rate of returns as

r = log(1 +R)

and a discrete rate of return is calculated from a continuously compounded rate of return as

R = er − 1.
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4 Rate of return calculation

If, for example, the discrete rate of return is 10%, R = 10%, the corresponding continuously compoun-
ded rate of return is r = log(1.1) = 9.531%. We may verify that e0.09531 − 1 = 10%. As a matter of
fact r ≤ R holds in all cases.

A total loss of the investment (if the value of the invested amount corresponds to zero, Vt2 = 0)
corresponds to R = −100% and r = −∞.

Figure 4.1 shows the relationship between these two definitions of returns. The figure shows the
resulting returns for an investment with Vt1 = 100 and different end-values Vt2 .
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Figure 4.1: The relationship between continuously compounded and discrete returns.
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5 Descriptive statistics

Descriptive statistics is the study of collection, organization, analysis and interpretation of data.
It deals with all aspects of this, including the planning of data collection in terms of surveys and
experiments. Statistical methods can be used to summarize and describe a collection of data.

5.1 Basic concepts of descriptive statistics

The set on which descriptive statistics is usually applied is called the population or the sample,
depending on the size of the set. The term statistical characteristics denotes the entities we actually
want to measure and analyse. The following sections provide a short overview on the most important
basic concepts of descriptive statistics.

5.1.1 Population

For applying statistics to a problem it is necessary to begin with a population to be studied. In general,
a population consists of all elements - individuals, items or objects - whose characteristics we wish to
study.

Examples for populations

� The ballots of every person who voted in a given election.

� The sex of every persons of a country.

� The electric charge of every atom composing a crystal.

� Price of gasoline at every petrol station in a country.

5.1.2 Sample

A sample is a selection or a subset of entities we can actually study from within a population. This
may be used to estimate characteristics of the whole population. A sample can also be composed
of observations of a process at various points in time, with data from each observation serving as
a different member of the overall group. Data collected this way constitutes what is called a time
series.
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Usually, an entire population cannot be surveyed because the cost of a census is too high. The main
advantages of sampling are that

1. the costs are lower,

2. data collection is faster,

3. studying the population is not practical,

4. if the object of interest is defined as a time series, data for the whole population cannot be
collected as we would need observations for all points in time.

Examples for samples

� The ballots of 5000 voters in a given election.

� The returns of a given stock during 2008 - 2018.

� Prices of 50 petrol stations in a country.

5.1.3 Statistical characteristics and their attributes

When the population and the sampling process are specified, the entities for statistical investigation
are fixed. The set of all entities in the population is usually denoted as Ω. Examples are voters,
manufactured products or stocks.

Next the statistical characteristic, the object of statistical investigation, has to be specified. For this
script we denote the set of statistical characteristics as S. Examples are the vote, exact dimension of
the product or prices of a stock at certain points in time.

Finally the statistical attributes, the individual values of a statistical characteristic, can be described.
The statistical attributes comprise of all elements of the set S. Examples are S = {SPÖ, ÖVP, . . .},
S = {2.1243cm, 2.1245cm , . . .} and S = {e 75,e 77, . . .}.

Summarizing, the model used for statistical investigations can be formally described as a function
where every element of the population ω ∈ Ω is mapped to its measurable statistical attribute s.

X : Ω → S
ω 7→ s.

The set of statistical characteristics can be classified as qualitative or quantitative characteristics.

Qualitative statistical characteristics

If a sample is measured using qualitative characteristics, the statistical sample cannot directly be mea-
sured with numbers. Within qualitative statistical characteristics two concepts can be distinguished,
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namely nominal and ordinal characteristics.

1. A nominal characteristic is measured on a nominal scale. Within such a scale, there is no
hierarchy of attributes and the distance between the attributes cannot be interpreted.

Therefore nominal characteristics only allow qualitative classification. The elements under in-
vestigation are measured in terms of whether the individual item belongs to some distinctive
category, but these categories cannot be quantified or ordered.

Examples for nominal characteristics
Eye color, occupation, religious affiliation, name of the stock exchange of an equity share.

2. An ordinal characteristic is measured on a so-called ordinal scale. For this scale, there is a
hierarchy of attributes, but the distance between the attributes cannot be interpreted.

Therefore an ordinal characteristic allows one to rank measured items in terms of which has
less and which has more of the quality represented by the characteristic, but there is no reliable
information about ≪how much more≫.

Examples for ordinal characteristics
Drinking habit, level of education, grades, rating of a company.

Quantitative statistical characteristics

The attributes of a quantitative characteristic are characterized by their magnitude. In these cases there
is a hierarchy of the attributes (in this case values) and the distance between them can be interpreted
meaningfully. Depending on the values an attribute can have, two types can be distinguished.

1. A discrete characteristic may possess only certain distinct attributes. The number of values can
be finite or countably infinite. Most of the time, the set of a discrete quantitative characteristic
is a subset of the natural numbers, formally S ⊆ N.

Examples for discrete characteristics
Number of bad items in a sample, monthly income in e, number of employees of a company.

2. A continuous characteristic may possess at least theoretically any value within an interval. In
general the set of such a statistical characteristic S is a subset of the real numbers, formally
S ⊆ R.

Examples for continuous characteristics
Temperature, length, daily return of a stock.

47



5 Descriptive statistics

5.2 Distribution analysis

For this section we concentrate on a statistical model with a finite set of statistical characteristics. We
have a sample (or population) that contains n observations (or elements of the population). The set
of all statistical characteristics S is a finite set containing k attributes aj , j = 1, 2, . . . , k.

We get

X : Ω → S = {a1, a2, . . . , ak}
ω 7→ aj

5.2.1 Absolute and relative frequencies

The absolute frequency of an attribute aj , j = 1, . . . , k is defined as

F(aj) = ≪Number of cases in which aj occurs≫ = naj .

The relative frequency of an attribute aj , j = 1, . . . , k is defined as

f(aj) =
1

n
· F(aj).

Important properties of absolute and relative frequencies are

1. The absolute frequency of any attribute is less than or equal to the number of observations,

0 ≤ F(aj) ≤ n for all j = 1, . . . , k.

2. The relative frequency of any attribute is less than or equal to 1 (or 100%),

0 ≤ f(aj) ≤ 1 for all j = 1, . . . , k.

3. The sum of all absolute frequencies of all attributes equals the number of observations n,

k∑
j=1

F(aj) = n.

4. The sum of all relative frequencies of all attributes equals 1 (or 100%),

k∑
j=1

f(aj) = 1.
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Based on the calculation of frequencies, a frequency distribution can be defined. The sequence

(F(a1),F(a2), . . . ,F(ak))

is called the absolute frequency distribution.

Analogously, the sequence
(f(a1), f(a2), . . . , f(ak))

is called the relative frequency distribution.

Example for the calculation of frequencies of grades
Let X : Ω → S be the statistical model which assigns a grade in a given exam to all students. Therefore
the set Ω is the set of all students, while the set S consists of all possible grades9, S = {1, 2, 3, 4, 5}.

Clearly, each grade can occur several times within a given sample. The number of students who
received a certain grade, is the absolute frequency of this grade. The relative proportion of students
who received a certain grade is the relative frequency of this grade.

Example for absolute and relative frequencies
Let X : Ω → S be a statistical model for the Austrian real GDP growth10. For the sake of simplicity
we consider rounded values. The data is presented in table 5.1.

year
Austria real GDP

growth in %
(rounded values)

2007 4
2008 2
2009 -4
2010 2
2011 3
2012 1
2013 0
2014 1
2015 1
2016 2
2017 3

Table 5.1: Rounded values for the Austrian real GDP growth since 2007 (in %).

The data starts 2007, contains 11 data points with 6 different values. Therefore

n = 11 and k = 6.

The absolute and relative frequencies for this data set are presented in table 5.2.

9The Austrian grade system is used for this example.
10Source of the data: Statistik Austria. Wachstum des Bruttoinlandsprodukts (BIP) in Österreich in den Jahren

2007 bis 2017 (gegenüber dem Vorjahr). Statista, de.statista.com/statistik/daten/studie/14530/umfrage/

wachstum-des-bruttoinlandsprodukts-in-oesterreich/
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aj F(aj) f(aj)

-4 1 0.091
0 1 0.091
1 3 0.273
2 3 0.273
3 2 0.182
4 1 0.091∑

11 1.000

Table 5.2: Absolute and relative frequencies for the Austrian real GDP growth given in table 5.1.

5.2.2 Visualization of a frequency distribution

There are several ways to visualize frequency distributions. In this section the most important methods
are presented.

Bar charts

A bar chart depicts the frequencies by a series of bars. Absolute or relative frequencies can be depicted
(see figure 5.1 for a bar chart of the absolute frequencies F(aj)).
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Figure 5.1: Bar chart of the absolute frequencies for the Austrian real GDP growth rates.

A common term for a bar chart of the frequency distribution is histogram. For many applications
a histogram combines a bar chart of the relative frequency distribution with the probability density
function of a normal distribution11 with same mean and standard deviation as the given data.

Figure 5.2 shows the relative frequencies of the data given in table 5.1 combined with a normal
distribution with the same mean and standard deviation as red line.

11For the definition of normal distributions see chapter 6.6.4.
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Figure 5.2: Histogram for Austrian real GDP growth combined with a normal distribution.

Polygons

A frequency polygon is a simple line graph of the relative or absolute frequency distribution. See figure
5.3 for a relative frequency line chart the data given in table 5.1.
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Figure 5.3: Line chart of the relative frequencies for the Austrian real GDP growth rates.

The frequency distribution charts with bars or polygons allow us to describe the frequency distribution
in terms of the symmetry of the data (skewness, see section 5.2.3) and dispersion of the data (kurtosis,
see section 5.2.4).

Pie charts

A pie chart is a pie-shaped figure in which pieces of the pie represent the relative frequencies. See
figure 5.4 for a relative frequency pie chart for the data given in table 5.1.
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Figure 5.4: Pie chart for the relative frequencies of the Austrian real GDP growth since 2007.

5.2.3 Skewness

In terms of skewness, a frequency curve can be

positively skewed The curve is nonsymmetric with the ≪tail≫ to the right. See the blue distribution
curve on the right of figure 5.5.

symmetrical The curve is symmetric. See the black distribution curve at the center of figure 5.5.

negatively skewed The curve is nonsymmetric with the ≪tail≫ to the left. See the red distribution
curve on the left of figure 5.5.

symmetricpositively skewed negatively skewed

Figure 5.5: The different forms of frequency curves in terms of skewness.

Karl Pearson suggested a simple calculation as a measure of skewness (sometimes denoted as Pearson’s
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median). He defined the skewness coefficient S as12

S =
3 ·

(
X −Me

)
s

, where − 3 ≤ S ≤ 3.

Example for the calculation of the skewness coefficient
The skewness coefficient S of the Austrian real GDP growth data presented in table 5.1 is

S =
3 · (1.364− 2.0)

2.111
= −0.905.

As can be seen easily, the data given in table 5.1 is moderately negatively skewed.

5.2.4 Kurtosis

In terms of kurtosis, a frequency curve can be

mesokurtic The curve is neither flat nor peaked in terms of the distribution of observed values. The
frequency distribution curve is similar to the probability density function of a normal distributed
random variable (see chapter 6.6.4). Compare type A in figure 5.6.

leptokurtic The curve is peaked with the observations concentrated within a narrow range of values.
See type B in figure 5.6.

platykurtic The curve is flat as the observations in the data are scattered heavily. An example is
shown in type C in figure 5.6.

Figure 5.6: The different forms of frequency curves in terms of kurtosis.

12The measures of location arithmetic mean X and median Me are defined in section 5.5. The definition of the standard
deviation s can be found in section 5.6.
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5.3 Cumulative absolute and relative frequencies

Additionally to the absolute and relative frequency distribution the cumulative distribution can be of
interest. The cumulative frequency distribution visualises the number of values or percentage of values
equal to or below a distinct attribute aj .

Formally, the cumulative absolute frequency of the attribute aj for j = 1, . . . , k is defined as

F(a1) + F(a2) + . . .+ F(aj) =

j∑
i=1

F(ai), j = 1, . . . , k.

Similarly, the cumulative relative frequency of the attribute aj for j = 1, . . . , k is defined as

f(a1) + f(a2) + . . .+ f(aj) =

j∑
i=1

f(ai), j = 1, . . . , k.

Continued example with data given in table 5.1
The cumulative absolute and relative frequencies for the rounded values of the Austrian real GDP
growth data given in table 5.1 are presented in table 5.3.

j aj F(aj) f(aj)
∑j

i=1F(ai)
∑j

i=1 f(ai)

1 -4 1 0.091 1 0.091
2 0 1 0.091 2 0.182
3 1 3 0.273 5 0.455
4 2 3 0.273 8 0.727
5 3 2 0.182 10 0.909
6 4 1 0.091 11 1.000

Sum 11 1.000

Table 5.3: Absolute and relative frequencies combined with their cumulative frequencies calculated for
the Austrian real GDP growth rates since 2007.

A polygon plot of the cumulative absolute or relative frequencies is denoted as ogive. An ogive shows
the values of the data set on the horizontal axis and either the cumulative absolute frequencies or
the cumulative relative frequencies on the vertical axis. In figure 5.7 an ogive with cumulative relative
frequencies is shown.

5.4 Empirical distribution function

The empirical distribution function, or empirical CDF, is the cumulative distribution function associa-
ted with the empirical measure derived from the sample. This function is a step function that jumps
up by 1/n at each of the n data points.
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Figure 5.7: An ogive for cumulative relative frequencies for the rounded values if Austrian real GDP
growth rates since 2007.

The empirical cumulative distribution function can be used as an estimate for the true underlying
cumulative distribution function (CDF) of the stochastic data set (for the definition of a cumulative
distribution function F see section 6.1).

The empirical CDF F̂ is defined as follows

F̂ (x) =
number of elements in the sample with attributes aj smaller or equal to x

n

=


0 for x < a1∑j

i=1 f(ai) for aj ≤ x < aj+1

1 for x ≥ ak.

The empirical cumulative distribution function fulfills some important properties.

1. The empirical CDF describes the proportion of values in the sample which are smaller than a
distinct value x. Formally

F̂ (x) = P(X ≤ x) (P : proportion)

2. The empirical CDF always lies between 0 and 1. Formally

0 ≤ F̂ (x) ≤ 1 for all x

3. The empirical CDF is a monotonically increasing function. Formally

for all x1, x2 : x1 < x2 ⇒ F̂ (x1) ≤ F̂ (x2)

4. The empirical CDF can be used to calculate the proportion of values within a certain half-open
interval ]x1, x2].

P(x1 < X ≤ x2) = F̂ (x2)− F̂ (x1)
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5. F̂ (x) is at least right-sided continuous and has at most a finite number of jump discontinuities.

6. All empirical CDFs approach 0 as x → −∞ and 1 as x → ∞.

Example for an empirical CDF as chart and table
The empirical CDF can be represented in different ways. In figure 5.8 the empirical cumulative distri-
bution function for the Austrian real GDP growth rates given in table 5.1 is shown. The circles denote
that the corresponding points are excluded and the filled points are included in the graph.
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Figure 5.8: Empirical cumulative distribution function F̂ (x) for the rounded values of Austrian real
GDP growth rates since 2007.

Additionally, the empirical CDF can be represented in tabular form. Thereby the domain of the
function is divided in half-open intervals and the function value can be specified for each interval.
Table 5.4 shows the empirical CDF for the Austrian real GDP growth rates.

Interval for x F̂ (x)

]−∞,−4[ 0.000
[−4, 0[ 0.091
[0, 1[ 0.182
[1, 2[ 0.455
[2, 3[ 0.727
[3, 4[ 0.909

[4,+∞[ 1.000

Table 5.4: Empirical cumulative distribution function F̂ for Austrian real GDP growth rates since
2007 in tabular form.

Example for the interpretation of the values of the empirical CDF
The empirical CDF allows the following calculations and interpretations.

1. The value of the empirical CDF at 2.2 is

F̂ (2.2) = 0.727.
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This can be interpreted as 72.7% of the rounded values of Austrian real GDP growth rates since
2007 are less than or equal to 2.2.

2. The value of the difference of the empirical CDF at 3 and 0.5 can be used to calculate the
probability of the real GDP growth rates lying between 0.5 and 3.0. We get

F̂ (3)− F̂ (0.5) = 0.909− 0.182 = 0.727.

Therefore about 73% of the Austrian real GDP growth rates lie between 0.5 and 3.0.

5.5 Measures of location

5.5.1 Arithmetic mean

The arithmetic mean, or simply the mean when the context is clear, is a measure for the central
tendency of a collection of values. It is calculated as the sum of the values divided by the size of the
collection. Let

xi, i = 1, . . . , n

be the observed values of a variate having the attributes

aj , j = 1, . . . k.

If values for the whole population of size N are known, the mean is called the population mean. It is
denoted as µ and is calculated as

µ =
1

N

N∑
i=1

xi =
1

N

k∑
j=1

aj · F(aj)

and therefore is a simple arithmetic mean of population data.

If observed values consist of a sample, the mean is called the sample mean. We denote it as µ̂ (sometimes
denoted as X) and calculate it as arithmetic mean of the sample data as in

µ̂ =
1

n

n∑
i=1

xi =
1

n

k∑
j=1

aj · F(aj).

The arithmetic mean fulfills the following properties:

1. The arithmetic mean of data which has been linearly transformed by its arithmetic mean is
always 0. Formally

n∑
i=1

(xi − µ̂) = 0.
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2. The arithmetic mean is the best measurement of the central tendency of the data in terms of
least squares. Formally

for all a ∈ R it holds that

n∑
i=1

(xi − µ̂)2 ≤
n∑

i=1

(xi − a)2 .

3. Given a linear transformation of the data set as in

x∗i = α+ β · xi for i = 1, . . . , n and α, β ∈ R,

we obtain
µ̂∗ = α+ β · µ̂.

Example for the calculation of the sample mean
The sample mean for the Austrian real GDP growth data presented in table 5.1 is

µ̂ =
1

11

11∑
i=1

xi =
15

11
= 1.364.

5.5.2 Median

The median is the numerical value separating the higher half of a sample or a population from the
lower half. The median of a finite list of numbers can be found by arranging all the observations from
lowest value to highest value and picking the middle one.

If there is an even number of observations, then there is no single value in the middle. The median is
then usually defined to be the mean of the two middle values. Formally, the median of a data set is
defined by

Me =

 x[n+1
2 ] if n is odd

1
2

(
x[n2 ]

+ x[n2+1]

)
if n is even.

Here [·] denotes the position of the observation in the arranged (ascending or descending) data set.

Example for the calculation of the median
The median for the Austrian real GDP growth rate data presented in table 5.1 is

Me = 2.

5.5.3 α-quantile

Quantiles are points taken at regular intervals from the cumulative distribution function (CDF) of a
random variable (see section 6) or the corresponding empirical CDF of a data set. Dividing ordered
data into 1

α essentially equal-sized data subsets is the motivation for α-quantiles. The quantiles are
the data values marking the boundaries between consecutive subsets.
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Put in another way, the kth α-quantile for a random variable is the value x such that the probability
that the random variable will be less than x is at most

k · α

and the probability that the random variable will be more than x is at most

1− k · α.

For a ranked data set, the α-quantile (0 < α < 1) is defined by

x̃α =

{
x[k] if n · α is not an integer (then k is the following integer)
1
2

(
x[k] + x[k+1]

)
if n · α is integer (k = nα)

In many applications the lower and upper quartiles are used. Usually the 25% quantile is called lower
(first) quartile and the 75% quartile is called upper (third) quartile respectively.

Example for the calculation of a 25% quantile
When calculating the 25% quantile for the Austrian real GDP growth rates presented in table 5.1 we
get:

11 · 25% = 11 · 0.25 = 2.75.

As n ·α is not an integer we search for the data point in the sorted data set at the position x̃[k] = x̃[3].
This is

x̃[3] = 1.

5.5.4 Mode

The mode is the number that appears the most often in a set of numbers. In other words, the mode
of a data set is the statistical attribute with the highest absolute frequency. Usually it is denoted as
Mo. Like the mean (see section 5.5.1) and median (see section 5.5.2), the mode is a way of expressing,
in a single number, a measurement of the central tendency of the data set.

The numerical value of the mode is usually different from those of the mean and median and may
be very different for strongly skewed distributions. The mode of a discrete probability distribution
(compare section 6.2) is the value x at which its probability mass function has its maximum value.
Informally speaking, the mode is at the peak.

The mode is not necessarily unique, since the same maximum frequency may be attained at diffe-
rent values. The most extreme case occurs in uniform distributions, where all values occur equally
frequently.

Example for the determination of the mode
The mode for the Austrian real GDP growth rates given in table 5.1 is not unique as the values 1 and
2 both occur 3 times. We get

Mo = 1 or Mo′ = 2.
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5.5.5 Relationship among mean, median and mode

The information about mean, median and mode allows us to determine some properties of the sample
distribution or population distribution respectively. Among other properties the skewness (see section
5.2.3) of the distribution can be identified.

Figure 5.9: The values of mean, median and mode for three possibilities the distribution of a sample
or a population.

In figure 5.9 three possibilities are presented:

1. For a symmetric frequency distribution curve with one peak, the values of the mean, median and
mode are identical. They lie in the centre of the distribution. This is displayed in the image in
the center of figure 5.9.

2. For a frequency distribution curve skewed to the right, the value of the mean is the largest, that
of the mode is the smallest and the value of the median lies between the two. This is displayed
in the right image of figure 5.9.

3. If a frequency distribution curve is skewed to the left, the value of the mean is the smallest and
that of the mode is the largest with the value of the median lying between these two. This is
displayed in the left image of figure 5.9.

5.5.6 Geometric mean

The geometric mean is a type of mean or average, which indicates the central tendency or typical
value of a set of numbers. A geometric mean is often used when comparing different items - finding a
single ≪figure of merit≫ for these items - when each item has multiple properties that have different
numeric ranges.

The geometric mean is similar to the arithmetic mean (see section 5.5.1), except that the numbers
are multiplied and then the nth root (n is the size of the data set) of the resulting product is taken.
It only works for data sets containing only positive numbers and no zeros.
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Formally, for the sample of size n the geometric mean is defined as

Xg = n
√
x1 · x2 · . . . · xn = n

√√√√ n∏
i=1

xi, xi > 0 for all i = 1, . . . , n.

Example of usage of the geometric mean
The geometric mean can give a meaningful ≪average≫ to compare two companies which are each rated
at 1 to 5 for their environmental sustainability and are rated at 1 to 100 for their financial viability.

If an arithmetic mean is used instead of a geometric mean, the financial viability is given more weight
because its numeric range is larger. A small percentage change in the financial rating (e.g. going from
80 to 90) makes a much larger difference in the arithmetic mean than a large percentage change in
environmental sustainability (e.g. going from 2 to 5).

The use of a geometric mean ≪normalizes≫ the ranges being averaged, so that no range dominates
the weighting, and a given percentage change in any of the properties has the same effect on the
geometric mean. So, a 20% change in environmental sustainability from 4 to 4.8 has the same effect
on the geometric mean as a 20% change in financial viability from 60 to 72.

Examples for measures of location

Summarizing, table 5.5 shows various measures of location for the data set for Austrian real GDP
growth given in table 5.1. The geometric mean does not work for the given data set as its usage is

Mean µ̂ 1.36
Median Me 2.00

25%-quantile 1.00
75%-quantile 3.00

Table 5.5: Measures of location for Austrian real GDP growth rates

limited to data sets containing only positive numbers and no zeros. The data set given in table 5.1
contains a negative observation as well as zero.

5.6 Measures of dispersion

Measures of location indicate the general magnitude of the data and locate only the center of a
distribution. They do not establish the degree of variability or the spread of the individual items and
the deviation from the average.

Two distributions of statistical data may be symmetrical and have common arithmetic mean, median
and modes. Yet with these points in common they may differ widely in the scatter or in their values
in measures of dispersion.
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Statistical dispersion (also called statistical variability or variation) is variability or spread in a variable
or a probability distribution. Common examples of measures for statistical dispersion are the variance,
standard deviation and interquartile range.

5.6.1 Range

In descriptive statistics, the range of a set of data is the difference between the largest and smallest
values. It is the smallest interval which contains all the data and provides an indication of statistical
dispersion. Formally, the range is defined by

R = xmax − xmin

where xmin denotes the smallest value in the data set and xmax denotes the largest value in the data
set.

The absolute range of a set of data has some disadvantages for interpretation. Firstly it is strongly
influenced by outliers and secondly its calculation is based on two values only. Thus, the range is not
always a satisfactory measure of dispersion.

The interquartile range counterbalances some of these disadvantages. It is defined as

RQ = x̃75% − x̃25%

where x̃75% is the 75% quantile and x̃25% is the 25% quantile.

Example for the range of a distribution
The 25% quantile of the Austrian real GDP growth data presented in table 5.1 is x̃25% = 1, the 75%
quantile is x̃75% = 3. The lowest value is xmin = −4 and the highest value equals xmax = 4.

Therefore we get
R = 4− (−4) = 8

as range R and
RQ = 3− 1 = 2

as interquartile range RQ.

5.6.2 Average absolute deviation

The average absolute deviation of a data set is the average of the absolute deviation and is a summary
statistic of statistical dispersion or variability. The point from which the deviations are measured is a
measure of central tendency, mostly the median or the mean of the data set.

1. Absolute average deviation from the median is defined as

dMe =
1

n

n∑
i=1

|xi −Me| .
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2. Absolute average deviation from the mean is defined as

dµ̂ =
1

n

n∑
i=1

|xi − µ̂| .

Example of the absolute average deviation from the median and the mean
The absolute average deviation from the median for the Austrian real GDP growth data presented in
table 5.1 is dMe = 1.3636.

The absolute average deviation from the mean of the same data set is dµ̂ = 1.421.

5.6.3 Average squared deviation

The average squared deviation of a data set is the average of the squared deviations and measures
statistical dispersion or variability. The average squared deviation from the arithmetic average is the
most important measure of dispersion and is called variance. There are two definitions of variance,
depending on the data set.

1. If the data set contains the whole population, the population variance σ2 is defined as

σ2 =
1

N

N∑
i=1

(xi − µ)2

where N is the size of the population and µ is the arithmetic mean of the population.

2. If the data set contains just a sample, the sample variance σ̂2 is defined as

σ̂2 =
1

n− 1

n∑
i=1

(xi − µ̂)2

where n is the sample size and µ̂ denotes the sample mean.

For manual calculations the formulae for the population variance and the sample variance can be
reformulated in order to obtain the following short cut formulas:

1. For the population variance we get:

σ2 =

∑N
i=1 x

2
i −

(
∑N

i=1 xi)
2

N

N
=

∑N
i=1 x

2
i −Nµ2

N
.

2. The sample variance can be reformulated into:

σ̂2 =

∑n
i=1 x

2
i −

(
∑n

i=1 xi)
2

n

n− 1
=

∑n
i=1 x

2
i − nµ̂2

n− 1
.
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The standard deviation is then defined as the positive square root of the variance. Hence

σ = +
√
σ2

is the population standard deviation and
σ̂ = +

√
σ̂2

is the sample standard deviation.

If the mean and the standard deviation of a data set or a distribution are known, the coefficient of
variation can be calculated.

1. For a population data set the coefficient of variation is defined as

v =
σ

µ
.

2. For a sample data set the coefficient of variation is defined as

v =
σ̂

µ̂
.

Example for the calculation of the sample variance and sample standard deviation
The sample variance s2 of the Austrian real GDP growth data presented in table 5.1 is

σ̂2 = 4.4545.

Its sample standard deviation σ̂ is
σ̂ = 2.1106.

The coefficient of variation equals

v =
2.1106

1.3636
= 1.548.

5.6.4 Box-and-whisker plot

A box-and-whisker plot (or simply box plot) is a convenient way of graphically depicting a data set
through its five number summaries. It is constructed by drawing a box and two whiskers. The five
values used to construct a box plot are:

1. a measure for the smallest observation or a low quantile for the lower whisker

2. the lower quartile (x̃25%) for the lower end of the box

3. the median for the horizontal line within the box

4. the upper quartile (x̃75%) for the upper end of the box

5. a measure for the largest observation or an upper quantile for the upper whisker
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Figure 5.10: A box plot of the Austrian GDP data presented in table 5.1.

Depending on the data, a box plot may also indicate which observations might be considered outliers.
This is the case if the whiskers are defined alternatively. Possible definitions for the whiskers are

� The minimum and the maximum.

� One standard deviation above and below the mean or the median.

� Some other multiplier of standard deviations, for figure 5.10 all data points outside of Me±2.7 ·σ
are considered outliers.

� The 9th percentile and the 91th percentile.

� The 2nd percentile and the 98th percentile.

Figure 5.10 shows the box plot for the Austrian real GDP growth data presented in table 5.1.

Examples for measures of dispersion

Summarizing, table 5.6 shows various measures of dispersion for the data set for Austrian real GDP
growth given in table 5.1.

Range R 8
Interquartile Range RQ 2

Average absolute deviation from the median dMe 1.3636
Average absolute deviation from the mean dX 1.4215

Population variance σ2 4.0496
Sample variance σ̂2 4.4545

Table 5.6: Measures of dispersion for Austrian real GDP growth rates
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5.7 Correlation and regression

5.7.1 Correlation

Correlation refers to any of a broad class of statistical relationships between two random variables
or two sets of data. Correlations can (but does not necessarily) indicate a predictive relationship
that can be exploited in practice. For example, an electrical utility may produce less power on a
mild day based on the correlation between electricity demand and weather. In this example there is
a causal relationship, because extreme weather causes people to use more electricity for heating or
cooling. However it is necessary to note that statistical dependence is not sufficient to demonstrate
the presence of such a causal relationship.

The following possible forms of correlation should be distinguished:

1. Linear and non-linear correlations
Most methods for measuring correlations implicitly assume that the correlation is of a linear
form. An exception to that is the Spearman correlation coefficient which will be introduced later
in this chapter.

2. Positive and negative correlations
If two variables change in the same direction, then this is called a positive correlation. (e.g. stock
returns of two companies in similar markets)

If two variables change in the opposite direction, then this is called a negative correlation. (e.g.
returns of stocks and bonds)

The value of a correlation coefficient always lies within the interval [−1, 1]. In table 5.7 different degrees
of correlation are distinguished.

degrees positive negative

absence of correlation 0 0
perfect correlation +1 -1
high degree [0.75,1[ ]-1,-0.75]
moderate degree [0.25,0.75[ ]-0.75,-0.25]
low degree ]0,0.25[ ]-0.25,0[

Table 5.7: Depending on the value of the Pearson correlation coefficient different degrees of correlation
can be distinguished.

Data for the following examples
In the following sections we will compare a time series for the real Austrian GDP growth in % and the
change of unemployment in % in Austria in the years from 2007 up to 201713. The data is presented
in table 5.8.

13Source of the data: AMS Österreich and Statistik Austria. Arbeitslosenquote in Österreich von 2007 bis 2017. Statista,
de.statista.com/statistik/daten/studie/17304/umfrage/arbeitslosenquote-in-oesterreich/
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real Austrian change in Austrian
year GDP growth unemployment

(in %) (ILO standard, in %)

2007 3.7 -0.4
2008 1.5 -0.8
2009 -3.8 1.2
2010 1.8 -0.5
2011 2.9 -0.2
2012 0.7 0.3
2013 0.0 0.5
2014 0.7 0.2
2015 1.1 0.1
2016 2.0 0.3
2017 2.6 -0.5

Table 5.8: %-changes in the Austrian GDP and the Austrian unemployment rate according to ILO
standards from 2007 to 2017.

Pearson correlation coefficient

There are several correlation coefficients, often denoted ρ or r, measuring the degree of correlation.
The most common of these is the Pearson correlation coefficient, which is sensitive only to a line-
ar relationship between two variables. Furthermore it should be used only when both variables are
quantitative.

The Pearson correlation coefficient, when applied to a sample, is commonly represented by the letter
r and may be referred to as the sample correlation coefficient.

For the two variables X and Y the Pearson correlation coefficient is defined as

r =

∑n
i=1 (xi − µ̂X) · (yi − µ̂Y )√∑n

i=1 (xi − µ̂X)2 ·
∑n

i=1 (yi − µ̂Y )
2
.

If the sample means (µ̂X and µ̂Y ) and the sample standard deviations (σ̂X and σ̂Y ) are already known,
the Pearson correlation coefficient can alternatively be calculated as

r =
1

n− 1

n∑
i=1

(
xi − µ̂X

σ̂X

)(
yi − µ̂Y

σ̂Y

)
.

Example for the Pearson correlation coefficient
The Pearson correlation coefficient of the data presented in table 5.8 is

r = −0.815.

Therefore the data is highly negatively correlated. This result is plausible, it means that unemployment
tends to go up if GDP growth gets very low (or even negative) and vice versa.
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Spearman correlation coefficient

If the variables are at least ordinal, the Spearman’s rank correlation coefficient can be used. It is usually
denoted by rS and is a non-parametric measure of statistical dependence between two variables. It is
applicable to linear and non-linear relationships between two variables.

It is defined using the ranks of the values of the variables. For assigning ranks, the variables must be
ordinal or quantitative. For a sample of size n we have

Ri, i = 1, . . . n : ranks of the characteristic X

R′
i, i = 1, . . . n : ranks of the characteristic Y.

Then the Spearman correlation coefficient is defined as

rS = 1−
6 ·

∑n
i=1(Ri −R′

i)
2

(n− 1) · n · (n+ 1)
.

Example for the calculation of the Spearman correlation coefficient

real Austrian change in Austrian
year GDP growth unemployment Ri R′

i (Ri −R′
i)

2

(in %) (ILO standard, in %)
2007 3.7 -0.4 11 4 49
2008 1.5 -0.8 6 1 25
2009 -3.8 1.2 1 11 100
2010 1.8 -0.5 7 2 25
2011 2.9 -0.2 10 5 25
2012 0.7 0.3 3 8 25
2013 0.0 0.5 2 10 64
2014 0.7 0.2 3 7 16
2015 1.1 0.1 5 6 1
2016 2.0 0.3 8 8 0
2017 2.6 -0.5 9 2 49∑

379

Table 5.9: Calculation of the Spearman correlation coefficient for the Austrian GDP growth and the
change in Austrian unemployment.

In table 5.9 the given data and their corresponding ranks Ri and R′
i are shown. The lowest rank is

given to the lowest data point in each column, the second lowest the the following data points. If
several data points coincide, all get the same rank but the following ranks have to be skipped in order
to balance the effect.

For example, the years 2012 and 2014 saw a real GDP growth of 0.7. Therefore both pints for 2012
and 2014 get the same rank 3, but the rank 4 is skipped in the consecutive ranking process. The next
value for real GDP growth observed in 2015, which equals 1.1, gets rank 5.

Additionally the table includes values for (Ri − R′
i)
2, which are used to calculate the Spearman

correlation coefficient rS .
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The Spearman correlation coefficient of the data presented in table 5.8 equals

rS = 1−
6 ·

∑11
i=1(Ri −R′

i)
2

(11− 1) · 11 · (11 + 1)
= 1− 6 · 379

1320
= −0.723.

We see again that the data is highly negatively correlated.

Scatter plot
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Figure 5.11: A scatter plot of the real Austrian GDP growth (x-axis) and the change in the Austrian
unemployment rate (y-axis) presented in table 5.8.

For this method, the values of the two variables for every observation are plotted on a graph. One is
taken along the horizontal axis (x-axis) and the other along the vertical axis (y-axis). By plotting the
data we obtain points on the graph which are generally scattered, hence the name ≪scatter plot≫.

The manner in which these points are scattered suggests the degree and the direction of correlation.
Let the degree of correlation be denoted by ρ. Its direction is given by the signs positive and negative.

i) If all points lie exactly on a rising straight line the correlation is perfectly positive and ρ = +1.

ii) If all points lie exactly on a falling straight line the correlation is perfectly negative and ρ = −1.

iii) If the points lie in a narrow rising strip, the correlation is highly positive.

iv) If the points lie in a narrow falling strip, the correlation is highly negative.

v) If the points are spread widely over a broad rising strip the correlation is weakly positive.

vi) If the points are spread widely over a broad falling strip, the correlation is weakly negative.

vii) If the points are scattered without any specific pattern, the correlation is absent, i.e. ρ = 0.
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Example for a scatter plot
Figure 5.11 shows the scatter plot of the data presented in table 5.8. It can easily be seen that the
data is highly negatively correlated.

5.7.2 Linear Regression

Linear Regression is an approach for modeling the relationship between a scalar dependent variable
Y and one or more explanatory variables denoted X. The case of one explanatory variable is called
simple regression. More than one explanatory variable is called multiple regression.

In linear regression, data is modeled using linear predictor functions. Such functions are linear functions
with a set of coefficients and explanatory variables, whose value is used to predict the outcome of a
dependent variable Y . They can be denoted as

ŷ = f(x).

Ordinary least squares

A large number of procedures have been developed for parameter estimation and inference in linear
regression. In this text we focus on the basic and most important model of ordinary least squares
estimation (also referred to as OLS). It is a simple and computationally straightforward method.

The ordinary least squares method minimizes the sum of squared residuals, formally

n∑
i=1

(yi − ŷ)2 −→ min!

If the data X consists of only one explanatory variable, then the linear predictor function is defined
by a constant and a scalar multiplier for xi. This is called the simple regression model.

The vector of parameters in such model is 2-dimensional, and is commonly denoted as (α, β):

ŷi = α+ β · xi.

The coefficients α and β can be obtained by solving the following system of linear equations

n · α + β
∑n

i=1 xi =
∑n

i=1 yi
α
∑n

i=1 xi + β
∑n

i=1 x
2
i =

∑n
i=1 xi · yi

Alternatively the coefficients can be calculated directly by using the formulas

β =

∑
xiyi − 1

n

∑
xi

∑
yi∑

x2i −
1
n (

∑
xi)

2 =
Cov(x, y)

Var(x)
and α = y − βx.
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Coefficient of determination

We can further obtain the coefficient of correlation R of a linear regression model as

R =
n
∑

xiyi −
∑

xi ·
∑

yi√(
n
∑

x2i − (
∑

xi)
2
)
·
(
n
∑

y2i − (
∑

yi)
2
) , −1 ≤ R ≤ 1.

The coefficient of determination is then

R2, 0 ≤ R2 ≤ 1.

Formally, the coefficient of determination is defined as

R2 =
SSR

SST
,

where SSR denotes the sum of square due to regression

SSR =
n∑

i=1

(ŷi − y)2

and SST denotes the total sum of squares

SST =
n∑

i=1

(yi − y)2.

The coefficient of determination R2 can be interpreted as a measure for the goodness of fit of the
model. Values close to one indicate a good model fit.

Applications of linear regression

Linear regression has many practical uses. Most applications of linear regression fall into one of the
following two broad categories:

1. If the goal is prediction, or forecasting, linear regression can be used to fit a predictive model to
an observed data set of Y and X values. After developing such a model, if an additional value
of X is then given without its accompanying value of Y , the fitted model can be used to make
a prediction of the value of Y .

2. Given a variable Y and a number of variables X1, . . . , Xp that may be related to Y , linear
regression analysis can be applied to quantify the strength of the relationship between Y and
the Xj , to assess which Xj may have no relationship with Y at all and to identify which subsets
of the Xj contain redundant information about Y .
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Example of an OLS calculation

The simple regression model can be used to explain the ≪change in Austrian unemployment rate≫ with
the ≪change in the real Austrian GDP≫. Both time series are given in table 5.8. We search for α, β
such that

DeltaUnemploymenti = α+ β ·GrowthGDPi + εi

n∑
i=1

ε2i → min .

To use the formulas from the previous section we denote the change in the Austrian unemployment
rate as yi and the change in the real Austrian GDP as xi. We get the sums

n∑
i=1

xi = 13.2 and

n∑
i=1

yi = 0.2,

n∑
i=1

xi · yi = −8.96 and

n∑
i=1

x2i = 54.98.

This leads to the following linear system to be solved

11.00 · α + 13.20 · β = 0.20
13.20 · α + 54.98 · β = −8.96

Solutions to the linear system are

α = 0.3002 and β = −0.2351.

The linear predictor function is

ŷi = α+ β · xi = 0.3002− 0.2351 · xi.

Based on this predictor function we see that unemployment rises for approximately 0.3 if the real
GDP doesn’t grow. Furthermore one can state that the unemployment rate gets reduced by 0.235 for
every percent of real Austrian GDP growth.

Table 5.10 shows the calculated predictions ŷi in the forth column and the two square sums needed
to calculation the coefficient of determination in the last two columns. For the sum of squares due to
regression we get

SSR = 2.162

and the total sum of squares equals
SST = 3.256.

Therefore the coefficient of determination is

R2 =
SSR

SST
=

2.162

3.256
= 0.6641.

This can be interpreted as:
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year
GrowthGDP DeltaUnemployment

ŷi (ŷ − y)2 (y − y)2
as xi as yi

2007 3.7 -0.4 -0.569 0.345 0.175
2008 1.5 -0.8 -0.052 0.005 0.669
2009 -3.8 1.2 1.193 1.381 1.397
2010 1.8 -0.5 -0.123 0.020 0.269
2011 2.9 -0.2 -0.381 0.160 0.048
2012 0.7 0.3 0.136 0.014 0.079
2013 0.0 0.5 0.300 0.080 0.232
2014 0.7 0.2 0.136 0.014 0.033
2015 1.1 0.1 0.042 0.001 0.007
2016 2.0 0.3 -0.170 0.035 0.079
2017 2.6 -0.5 -0.311 0.108 0.269∑

2.162 3.256

Table 5.10: Calculation of SSR and SST for the growth in real Austrian GDP and the change in the
Austrian unemployment rate.
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Figure 5.12: Simple linear regression explaining the change in the Austrian unemployment rate by the
change of the real Austrian GDP.

About 66% of the variance of the change in the Austrian unemployment rate can be explained
by the variance of the real Austrian GDP growth.

Figure 5.12 shows a scatter plot of the change the Austrian unemployment rate according to ILO
standards and the real Austrian GDP growth. The resulting linear regression line is shown in red.
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As opposed to other mathematical variables, a random variable conceptually does not have a single
fixed value. Rather it can take on a set of possible different values, each with an associated probabi-
lity. In probability theory, random variables are defined in terms of functions on a probability space
(Ω,F ,P).

A probability space consists of three parts.

1. Ω is the sample space, which is the set of all possible outcomes.

2. F is the sigma algebra on the set of possible outcomes. It is the set of all measurable subsets of
Ω, thus all possible events. An event is a set containing zero or more possible outcomes.

� If the sample space Ω is a finite set, the set F is a subset of the power set of Ω, F ⊆ P(Ω).

� For an uncountable infinite sample space (for example R) the sigma algebra F is just
somewhat similar to the power set P(Ω).

3. P assigns the probability to the events. Therefore P is a function from F to probability levels,

P : F → [0, 1]

E 7→ P(E)

Example
Let Ω be the sample space of all humans. The random variableX assigns each human to the measurable
attribute height. We have

X : Ω → R
ω 7→ ≪height of the person≫

We see that a random variable is a function wit the set of all possible outcomes as domain (compare
section 2.1). Random variables are typically classified as either discrete random variables or continuous
random variables.

Discrete variables can take on either a finite or at most a countably infinite set of discrete values.
Their probability distribution is given by a probability mass function which maps a value of the
random variable to a probability.

Continuous variables take on values that vary continuously within one or more (possibly infinite)
intervals. There are an uncountably infinite number of individual outcomes, and each has a
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probability 0. The probability distribution for a continuous random variable is defined using a
probability density function. It indicates the ≪density≫ of the probability of the value of a random
variable being in a small neighborhood around a given value. More technically, the probability
that the value of the random value is in a particular range is derived from the definite integral
of the probability density function for that range.

Both concepts can be united using a cumulative distribution function (CDF) F (x), which describes
the probability that the value of an outcome will be less than or equal to a specified value.

Examples for possible discrete and continuous random variables
Discrete random variables could be

� The number of cars passing a checkpoint in an hour.

� The number of home mortgages approved by a bank per year.

� The received points in an exam.

Continuous random variables could be

� The time it takes to make breakfast.

� The exact length of a car.

� The rate of return of a certain stock within one year.

6.1 Cumulative distribution function

In statistics the cumulative distribution function (CDF) FX(x) describes the probability that the
measured outcome of a random variable X with a given probability distribution will be found at a
value less or equal to x (similar to the empirical cumulative distribution function introduced in section
5.4).

Formally, for every number x, the cumulative distribution function of a random variable X is given
by

FX(x) = P({ω ∈ Ω : X(ω) ≤ x}),

where the right-hand side represents the probability that the random variable X takes on a value less
or equal to x. The probability that X lies in the interval ]a, b], where a < b, is

P({ω ∈ Ω : a < X(ω) ≤ b}) = FX(b)− FX(a).

If treating several random variables X,Y, . . . etc. the corresponding letters are used as subscripts while,
if treating only one, the subscript is omitted. For this script we use bold F for cumulative distribution
functions, in contrast to lower-case f used for probability density functions and probability mass
functions.
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6.2 Probability mass functions for discrete random variables

If X is a discrete random variable, then the function

fX(x) = P({ω ∈ Ω : X(ω) = x})

defined on the measured outcomes of X is called the probability mass function (PMF) of the discrete
random variable X.

Suppose that
X : Ω → A A ⊆ N

is a discrete random variable defined on a sample space Ω and a natural number as measured outcome.
Then the probability mass function

fX : N → [0, 1]

for X is defined as
fX(x) = P(X = x) = P({ω ∈ Ω : X(ω) = x}).

Note that fX is defined for all numbers, including those not in the image of X. It holds that fX(x) = 0
for all x ̸∈ X(Ω). The sum of probabilities across all x must equal 1,∑

x∈Ω
fX(x) = 1.

For a a discrete random variable X which attains values x1, x2, . . . , xn with probabilities P({ω ∈ Ω :
X(ω) = xi}) = pi for all i = 1, . . . , n, the cumulative distribution function of X will be discontinuous
at points xi and constant in between:

FX(x) = P({ω ∈ Ω : X(ω) ≤ x})

=
∑
xi≤x

P({ω ∈ Ω : X(ω) = xi})

=
∑
xi≤x

pi.

Example for a discrete random variable
Suppose that Ω is the sample space of all outcomes of a single toss of a fair coin and X is the random
variable defined on Ω assigning 0 to ≪tails≫ and 1 to ≪heads≫. Since the coin is fair, the probability
mass function is

fX(x) =

{
1
2 x ∈ {0, 1}
0 x ̸∈ {0, 1}.

Therefore the variable X has the outcomes x1 = 0 and x2 = 1 and we can write the probability mass
function in tabular form as

x1 = 0 x2 = 1 x ̸∈ {0, 1}
P({ω ∈ Ω : X(ω) = x}) = fX(x) 1/2 1/2 0
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The cumulative distribution function of the random variable X is

FX(x) =


0 if −∞ < x < 0
1/2 if 0 ≤ x < 1
1 if x ≥ 1.

This is a special case of the binomial distribution (compare section 6.6.2).

6.3 Probability density functions for continuous random variables

A continuous random variable is one which can take a continuous range of values, as opposed to a
discrete distribution (see previous section), where the set of possible values is at most countable. Note
that for continuous variables the probability that the random variable attains any distinct value always
equals zero! Merely the probability that the outcome will fall into an interval is nonzero.

For a continuous random variable X the probability density function fX(x) describes the behavior of
the random variable. The cumulative distribution function of such a continuous random variable X,
denoted FX(x), can be calculated using its probability density function fX as follows:

FX(x) =

∫ x

−∞
fX(u) du.

Equivalently, if the continuous random variable X has a differentiable cumulative distribution function
FX(x), then

FX(x) =

∫ x

−∞
f(u) du,

and the function

fX(x) =
dFX

dx
(x)

is the probability density function of X.

The probability of X falling into a given interval, say [a, b] is given by the integral

P({ω ∈ Ω : a ≤ X(ω) ≤ b}) =
∫ b

a
fX(x) dx.

Here we see that the probability for X taking any single value a, that is the stochastic event

{ω ∈ Ω : a ≤ X(ω) ≤ a},

is zero, because an integral with coinciding upper and lower limits always equals zero.

6.4 Expected value of a random variable

The expected value of a random variable is the weighted average of all possible values that this random
variable can take on. The weights used in computing this average correspond to the probabilities in
case of discrete random variables, or densities in case of continuous variables.
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6.4.1 Expected value for a discrete random variable

Suppose the random variable X takes value x1 with probability p1, value x2 with probability p2, and
so on, up to value xn with probability pn. The expected value of this random variable X is defined
as

E(X) = x1 · p1 + x2 · p2 + . . .+ xn · pn =

n∑
i=1

xi · pi.

Since all probabilities pi add up to 1 (
∑n

i=1 pi = 1) the expected value can be viewed as the weighted
average, with pi’s being the weights.

If all outcomes xi are equally likely (that is p1 = p2 = . . . = pn
14), then the weighted average becomes

a simple arithmetic average. For a fair dice we have

E(X) = 1 · 1
6
+ 2 · 1

6
+ 3 · 1

6
+ 4 · 1

6
+ 5 · 1

6
+ 6 · 1

6
= 3.5

The expected value of a discrete random variable with countable infinite possible outcomes xi for all
i ∈ N only exists if

∞∑
i=1

|xi| · pi < ∞.

The generalized expected value of the form E(g(X)) for any function g(X) can be calculated as

E(g(X)) =

∞∑
i=1

g(xi) · pi.

6.4.2 Expected value for a continuous random variable

If the probability distribution of X has the probability density function fX(x), the expected value can
be computed as

E(X) =

∫ ∞

−∞
x · fX(x) dx.

Similarly to the discrete case, the expected value of an continuous random variable only exists if∫ ∞

−∞
|x| · f(x) dx < ∞.

If this holds, we can calculate the expected value of an arbitrary function of X, say g(X). With respect
to the probability density function fX(x) the expected value of g(X) is given by the inner product of
fX and g

E(g(X)) =

∫ ∞

−∞
g(x) · fX(x) dx.

Example for the calculation of the expected value of a continuous random variable with given probability
density function

14E.g. probability a certain value when of tossing a fair dice always equals 1/6.
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Suppose, we have a continuous random variable X with a probability density function

fX : R → R

x 7→
{

0, x ̸∈ [0, 3]
−2

9x+ 2
3 , x ∈ [0, 3].

Then the expected value E(X) can be calculated as

E(X) =

∫ ∞

−∞
x · fX(x) dx =

∫ 3

0
x

(
−2

9
x+

2

3

)
dx

=

∫ 3

0

(
−2

9
x2 +

2

3
x

)
dx

= −2

9
· x

3

3
+

2

3
· x

2

2

∣∣∣∣3
0

= −2

9
· 27
3

+
9

3
= 1.

6.4.3 Properties of the expected value

There are three major properties of the expected value.

Constants The expected value of a constant is equal to the constant itself. For example, if c is a
constant, then E(c) = c.

Monotonicity If X and Y are random variables such that X ≤ Y almost surely, then

E(X) ≤ E(Y ).

Linearity The expected value E is linear in the sense that

E(X + c) = E(X) + c

E(X + Y ) = E(X) +E(Y )

E(a ·X) = a ·E(X)

where X,Y are random variables defined on the same probability space and a, c ∈ R.

6.5 Variance of a random variable

The variance of a probability distribution is a measure of how far a set of values is spread out (compare
section 5.6.3). It is one of several descriptors of a probability distribution, describing how far the values
lie away from the expected value (e.g. the mean).

The variance is a parameter describing in part either the actual probability distribution of an observed
sample of numbers, or the theoretical probability distribution of a population of numbers. An estimate
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for the variance for the theoretical probability distribution can be calculated using a sample of data
from such a distribution. In the simplest case this estimate can be the sample variance, defined in
section 5.6.3.

If a random variable X has the expected value µ = E(X), then the variance of X is given by

Var(X) = E
(
(X − µ)2

)
.

Here it can be seen that the variance is the expected value of the squared difference between the
variable’s realisation and the variable’s expected value.

This definition can be expanded using the properties of variance and we get:

Var(X) = E
(
(X − µ)2

)
= E(X2 − 2µX + µ2)

= E(X2)− 2µE(X) + µ2 = E(X2)− 2µ2 + µ2

= E(X2)− µ2 = E(X2)− (E(X))2 .

A mnemonic for the expression above is ≪mean of the square minus square of the mean≫. The variance
of a random variable X is typically designated as Var(X), σ2

X , or simply σ2. The standard deviation,
denoted by σ, is defined as

σ = +
√
σ2.

6.5.1 Variance of a discrete random variable

If the random variable X is discrete with probability mass function x1 7→ p1, . . . , xn 7→ pn, then

Var(X) =
n∑

i=1

pi · (xi − µ)2

where µ is the expected value, i.e.

µ =

n∑
i=1

pi · xi.

That is the expected value of the square of the deviation of X from its own mean. It can be expressed
as ≪the mean of the squares of the deviations of the data points from the average≫. It is thus the
mean squared deviation.

Example for the calculation of the variance of rolling an unbiased die
The variance of the discrete random variable describing rolling an unbiased die is

Var(X) = (1− 3.5)2 · 1
6
+ (2− 3.5)2 · 1

6
+ . . .+ (6− 3.5)2 · 1

6
≈ 2.92

6.5.2 Variance of a continuous random variable

If the random variable X is continuous with probability density function fX(x), then the variance
equals the second central moment, given by

Var(X) =

∫
(x− µ)2 · fX(x) dx,
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where µ is the expected value,

µ =

∫
x · fX(x) dx,

and where the integrals are definite integrals for x ranging over the full range of X.

Note that not all distributions have a variance. If a continuous distribution does not have an expected
value, as is the case for the Cauchy distribution, it does not have a variance either. Many other
distributions for which the expected value does exist also do not have a variance because the integral
in the variance definition diverges.

Example for the calculation of the variance of an arbitrary random variable with given probability
density function
The variance of the random variable X with the probability density function

fX : R → R

x 7→
{

0, x ̸∈ [0, 3]
−2

9x+ 2
3 , x ∈ [0, 3].

is

Var(X) =

∫ 3

0
(x− 1)2

(
−2

9
x+

2

3

)
dx

=

∫ 3

0

(
−2

9
x3 +

10

9
x2 − 14

9
x+

2

3

)
dx

= −2

9
· x

4

4
+

10

9
· x

3

3
− 14

9
· x

2

2
+

2

3
x

∣∣∣∣3
0

=
1

2
.

6.5.3 Properties of the variance

1. Variance is non-negative because the squares are positive or zero,

Var(X) ≥ 0.

2. The variance of a constant random variable is zero; and if the variance of a variable in a data
set is 0, then all entries have the same value,

P({ω ∈ Ω : X(ω) = a}) = 1 ⇐⇒ Var(X) = 0.

3. Variance is invariant respect to changes in a location parameter. That is, if a constant is added
to the values of the variable, the variance is unchanged,

Var(X + a) = Var(X).
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4. If all values are scaled by a constant, the variance is scaled by the square of that constant,

Var(a ·X) = a2 ·Var(X).

5. The variance of a sum of two random variables is given by

Var(a ·X + b · Y ) = a2 ·Var(X) + b2 ·Var(Y ) + 2ab · Cov(X,Y )

Var(X − Y ) = Var(X) + Var(Y )− 2Cov(X,Y )

The variance of a finite sum of uncorrelated random variables is equal to the sum of their varian-
ces. This stems from the identity above and the fact that the covariance is zero for uncorrelated
variables.

6.6 Important probability distributions

6.6.1 Hypergeometric distribution

In statistics, the hypergeometric distribution is a discrete probability distribution that describes the
probability of k successes in n draws from a finite population of size N containing m successes without
replacement. Formally, a random variable X follows the hypergeometric distribution if its probability
mass function is given by

f(k;N,m, n) = P({ω ∈ Ω : X(ω) = k}) =
(
m
k

)(
N−m
n−k

)(
N
n

) ,

where

� N is the population size

� m is the number of success states in the population

� n is the number of draws

� k is the number of successes in the draws

�

(
a
b

)
is the binomial coefficient15

It is positive when
max(0, n+m−N) ≤ k ≤ min(m,n).

15The binomial coefficient is defined as (
a

b

)
=

a!

b!(a− b)!
for 0 ≤ b ≤ a.
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Expected value The expected value of the hypergeometric distribution is

E(X) = n
m

N
.

Variance The variance of the hypergeometric distribution is

Var(X) = n
m

N

(
1− m

N

) N − n

N − 1
.

Example for a hypergeometric distribution
The classical application of the hypergeometric distribution is sampling without replacement. Think
of an urn with two types of marbles, black ones and white ones. Define drawing a white marble as a
success and drawing a black marble as a failure. If the variable N describes the number of all marbles
in the urn and m describes the number of white marbles, then N −m corresponds to the number of
black marbles. In this example X is the random variable whose outcome is k, the number of white
marbles actually drawn in the experiment.

Suppose, there are 5 white and 45 black marbles in the urn. Standing next to the urn, you close your
eyes and draw 10 marbles without replacement. What is the probability that exactly 4 of the 10 are
white?

We get

P({ω ∈ Ω : X(ω) = 4}) =
(
5
4

)(
50−5
10−4

)(
50
10

) =
5 · 8145060
10272278170

= 0.00396 = 0.396%.

6.6.2 Binomial distribution

The binomial distribution is the discrete probability distribution of the number of successes in a
sequence of n independent yes/no experiments, each of which yields success with probability p. The
binomial distribution is frequently used to model the number of successes in a sample of size n drawn
with replacement from a population size N .

In general, if a random variable X follows the binomial distribution with the parameters n and p, we
write X ∼ B(n, p). The probability of getting exactly k successes in n is given by the probability mass
function

f(k;n, p) = P({ω ∈ Ω : X(ω) = k}) =
(
n

k

)
pk(1− p)n−k, for k = 0, 1, 2, . . . , n.

Figure 6.1 shows the probability mass function for different values for p, n = 100 and k = 0, . . . , n.

Expected value The expected value of a binomial distributed random variable X ∼ B(n, p) is

E(X) = n · p.

Variance The variance is
Var(X) = n · p · (1− p).

83



6 Random variables

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

k

p
ro
b
ab

il
it
y
in

%

p = 0.05
p = 0.20
p = 0.40
p = 0.80

Figure 6.1: Probability mass functions of the binomial distribution with different values for p, n = 100
and k = 0, . . . , n.

Example for a binomial distribution
A box contains 25 items, 10 of which are defective. A sample of two items with replacement will be
taken. Then the probability, that one of the items are defective is

P({ω ∈ Ω : X(ω) = 1}) =
(
2

1

)
·
(
10

25

)1

·
(
15

25

)2−1

=
12

25
= 0.48 = 48%.

6.6.3 Poisson distribution

The Poisson distribution is a discrete probability distribution that expresses the probability of a given
number of events occurring in a fixed interval of time and/or space if these events occur with a known
average rate and independently of the time since the last event. The distribution was first introduced
by Siméon Denis Poisson (1781-1840). His work focused on certain random variables N that count the
number of discrete occurrences that take place during a time-interval of given length.

A discrete stochastic variable X is said to have a Poisson distribution with parameter λ > 0 if the
probability mass function of X for k = 0, 1, 2, . . . is given by

f(k, λ) = P({ω ∈ Ω : X(ω) = k}) = λk · e−λ

k!
.

Figure 6.2 shows the probability mass function for different values for λ and k = 0, . . . , 20.

For a Poisson distributed random variable X ∼ Pois(λ), the positive real number λ ∈ R is equal to
the expected value of X and also to the variance

λ = E(X) = Var(X).

The Poisson distribution can be applied to systems with a large (theoretically infinite) number of
possible events, each of which is rare.
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Figure 6.2: Probability mass functions of the Poisson distribution with different values for λ.

Example for a Poisson distribution
Assume that the number of defaults per year on a large set of loans will be measured as no defaults,
one default, two defaults and so on. In average the number of defaults per year is 0.3. Then, the
probability that there are two defaults in one year is

P({ω ∈ Ω : X(ω) = 2}) = 0.32e−0.3

2!
=

0.066673

2
= 0.03333.

Therefore the probability of two defaults in one year is 3.33%.

6.6.4 Normal distribution

In 1809 Carl Friedrich Gauss published his monograph ≪Theoria motus corporum coelestium in sectio-
nibus conicis solem ambientium≫ where among other things he introduced several important statistical
concepts, such as the method of least squares, the method of maximum likelihood and the normal
distribution.

In probability theory, the normal distribution (or Gaussian distribution) is a continuous probability
distribution that has a bell-shaped probability density function, known as the Gaussian function. A
continuous variable X is normally distributed if its probability density function is of the form

f(x;µ, σ2) =
1

σ
√
2π

· e−
1
2(

x−µ
σ )

2

.

Figure 6.3 shows the probability density function of the normal distribution for different values for µ
and σ2. Sometimes it is denoted φµ,σ2(x).

For a normal distributed continuous random variable X ∼ N(µ, σ2), the parameter µ is the mean or
expected value,

E(X) = µ.
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Figure 6.3: Probability density function φµ,σ2(x) of normally distributed random variables with diffe-
rent values for µ and σ2.

The second parameter σ2 is its variance,

Var(X) = σ2.

σ is known as the standard deviation. The distribution with µ = 0 and σ2 = 1 is called the standard
normal distribution.
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Figure 6.4: Cumulative distribution functions Φµ,σ2(x) of normally distributed random variables with
different values for µ and σ2.

The normal distribution is considered the most prominent probability distribution in statistics. There
are several reasons for this:

1. The normal distribution arises from the central limit theorem, which states that under mild
conditions the mean of a large number of random variables drawn from the same distribution is
distributed approximately normally, irrespective of the form of the original distribution.
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2. The normal distribution is very tractable analytically. This means, that a large number of results
involving this distribution can be derived in explicit form.

There are several rules of the thumb describing properties of the normal distribution.

� About 68% of the values lie within 1 standard deviation of the mean.

� Similarly, about 95% of the values lie within 2 standard deviations of the mean.

� Nearly all (99.7%) of the values lie within 3 standard deviations. In figure 6.5 these levels are
shown graphically.

Figure 6.5: Empirical rules of a normally distributed random variable shown with its density function.

6.6.5 Standardized normal distribution

As stated above, the normal distribution with µ = 0 and σ2 = 1 is called the standard normal distri-
bution. Every normally distributed random variable X with known parameters for µ and σ2 can be
transformed into a random variable Z with standard normal distribution by the linear transformati-
on

Z =
X − µ

σ
,

where µ is the mean of the population and σ is the standard deviation of the population. Here, Z
represents the distance between the raw score and the population mean in units of the standard
deviation. Z is negative where the raw score is below the mean, positive when above.

Standardization can be used to calculate prediction intervals for a normally distributed random va-
riable X with known mean and variance. A prediction interval is an estimate of an interval in which
future observations will fall with a certain probability, given what has already been observed. A pre-
diction interval [l, u] for a future observation of the random variable X ∼ N(µ, σ2) with known mean
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and variance can be calculated from

γ = P({ω ∈ Ω : l < X(ω) < u})

= P

({
ω ∈ Ω :

l − µ

σ
<

X(ω)− µ

σ
<

u− µ

σ

})
= P

({
ω ∈ Ω :

l − µ

σ
< Z(ω) <

u− µ

σ

})
,

where

Z =
X − µ

σ
,

is the standard score of X and is distributed according to the standard normal distribution, Z ∼
N(0, 1).

significance γ z value

50% 0.67
90% 1.64
95% 1.96
99% 2.58

Table 6.1: z-values for different levels of significance for symmetric intervals.

A prediction interval is conventionally written as

[µ− zσ, µ+ zσ].

The most important values for z are shown in table 6.1 for symmetric intervals. For a single tail γ̃ has
to be transformed as in

γ̃ = 1− 1− γ

2
.

Example for the calculation of a prediction interval for a normally distributed random variable
Assume, we want to calculate the 95% prediction interval for a normal distribution with a mean of
µ = 5 and a standard deviation of σ = 2.

Then z equals 1.96. Therefore, the lower limit of the prediction interval is

l = 5− (2 · 1.96) = 1.0801

and the upper limit equals
u = 5 + (2 · 1.96) = 8.9199.

Thus we get the prediction interval of approximately 1 to 9, where 95% of all observations will lie
in.
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Banks’ New Trick Could Mean Trouble for Everyone 
2024-10-29 10:00:22.831 GMT 

By The Editors 
(Bloomberg Opinion) -- If you’re unfamiliar with synthetic risk 
transfers, there’s a chance you’ll hear all about them when the next 
financial crisis hits. They’re the latest way for big banks to game 
rules designed to safeguard the system, and they’re growing fast. So 
far, regulators seem all but oblivious.  

Financial resilience depends largely on one line in banks’ balance 
sheets: equity. Also known as capital, it’s funding from 
shareholders who, unlike creditors, have agreed to absorb losses. 
The more equity banks have, the better they’re able to keep lending 
in difficult times. Bank managers, however, prefer to use more debt, 
because it comes with various government subsidies and boosts key 
profitability measures in good times. 

The largest global banks have lately been very successful in 
minimizing equity. They’ve fended off plans for incremental 
increases in both the US and Europe. As a result, their capital 
typically amounts to about 5% to 6% of assets, far less than what 
experts and research indicate would be needed to weather a severe 
crisis. 

Yet the banks think that’s still too much. They’ve revived a 
practice from before the 2008 subprime-mortgage crisis: Reduce 
capital requirements by repackaging loans into securities and buying 
protection against losses from other financial institutions. The 
banks keep the assets, the risk purportedly goes elsewhere. Hence, 
synthetic risk transfer. 

It's booming. The relevant pool of synthetically securitized assets 
amounted to €614 billion ($661 billion) at the end of 2023, up from 
just €5 billion seven years earlier. European corporate loans 
dominate, followed by auto and other retail loans in the US. Sellers 
of insurance, including private credit and pension funds, enjoy 
returns of 8% to 12%. 

The insurance has legitimate uses, such as rebalancing banks’ 
exposures. But it entails its own risks. Unlike equity, it doesn’t 
absorb any and all losses. It applies only to the designated assets, 
and it could prove worthless in a crisis if the counterparty can’t 
pay. That’s what almost happened with insurer American International 
Group in 2008, necessitating one of the largest bailouts in US 
history. 

Worse, there’s a twist. As Bloomberg News has reported, banks are 
lending to the same nonbank financial institutions that are 
providing the insurance — meaning that in aggregate, some of the 
risk isn’t leaving the banking system at all. While the magnitude of 
such “round tripping” is hard to know, overall bank credit to 
nonbanks has grown sharply in recent years. In the US, it amounted 
to more than $1.8 trillion in 2022. One might expect regulators to 
be sounding the alarm. On the contrary, the European Central Bank is 



working to facilitate synthetic risk transfers, despite its own 
finding that banks don’t fully understand their exposures to the 
counterparties. 

Europe needs more securitization to boost investment, but it should 
involve transparent asset sales, not opaque contracts of uncertain 
value. 

At the very least, as the International Monetary Fund urges, 
regulators should require the disclosure needed to assess the 
largely private transactions and their potential systemic risks. 
Ultimately, they should insist on equity, rather than settling for 
poor substitutes. There’s nothing like the real thing. 



Commerzbank Looks to Free Up Capital to Fend Off UniCredit 
2024-11-04 16:06:46.121 GMT 

By Arno Schütze and Eyk Henning 
(Bloomberg) -- Commerzbank AG Chief Executive Officer Bettina Orlopp 
is seeking to unlock more capital to pay out or invest, as she makes 
the case for an independent bank in the face of a potential takeover 
by rival UniCredit SpA. Orlopp is working on a plan to keep the 
expected growth in risk-weighted assets several billion euros below 
a goal presented just a little over a month ago, people familiar 
with the matter said. She wants to achieve that partly by using more 
significant risk transfers and potentially backing away from some 
low-yielding clients, the people said, asking not to be named 
discussing the internal deliberations.  

The move, which hasn’t been previously reported, would reduce the 
additional amount of regulatory capital tied up by anticipated RWA 
expansion through 2027, creating more room for shareholder 
distributions or investments including acquisitions, the people 
said. 

A spokesperson for Commerzbank declined to comment. The capital 
release strategy is at the heart of Orlopp’s plan to convince 
shareholders that Commerzbank is a compelling investment case on its 
own. She increased profitability and payout targets in September, 
shortly after Italy-based UniCredit swooped in to take a major 
stake, saying it’s considering a full-blown acquisition of the 
German lender. 

UniCredit CEO Andrea Orcel has since signaled he doesn’t believe 
Commerzbank’s existing strategy is ambitious enough. Orlopp has 
presented her plan for the German lender in a virtual meeting with 
him and she has indicated a preference for Commerzbank to stay 
independent. 

Commerzbank on Monday announced it has received ECB approval for a 
share buyback worth €600 million ($655 million) that it will launch 
after it reports third-quarter earnings on Wednesday. The bank has 
so far promised to pay out €1.6 billion on profits generated this 
year, with as much as €1.1 billion of that to happen through 
buybacks. 

One element of Orlopp’s new plan is a substantial increase in 
transactions known as significant risk transfers, which are designed 
to release regulatory capital, the people said now. Commerzbank has 
recently obtained approval from the European Central Bank for its 
internal risk models, which will free up some capital as well, they 
said. 

Commerzbank will also seek to cut exposure to clients who earn it 
little money compared to their risk profiles, a situation known as 
low RWA efficiency, the people said. The move would help the lender 
achieve lower RWA growth. 



More Business 

By contrast, Orlopp is planning to get more business out of existing 
clients as a way to lift profitability, the people said. Measures 
could include raising prices, asking for more collateral, or selling 
more products to them, they said. 

The move is the restart of a program initiated by Corporate Clients 
head Michael Kotzbauer a few years ago, the people said. Since then, 
higher interest rates boosted lending income and put the program on 
the backburner. With rates falling again, the lender is now taking a 
fresh look at such measures, they said. Orlopp has indicated in a 
recent Handelsblatt interview that she expects her strategy may end 
up lifting Commerzbank’s share price to at least €25 over an 
unspecified period of time. It currently trades at a little over 
€16. 

Kotzbauer was promoted to deputy CEO in September, when Orlopp was 
named to replace Manfred Knof at the helm of the lender. The 
corporate clients head in 2021 unveiled a strategy to either boost 
revenue from clients with low RWA efficiencies, or get rid of them. 
RWAs define how much common equity tier 1 capital a lender needs to 
keep as regulatory safety cushion. Commerzbank in September cut the 
expected RWA increase through 2027 by €7 billion, compared with 
guidance given a year ago. The new measures Orlopp is considering 
now are aimed at reducing that growth even further. 

In an SRT, a bank typically pays institutional investors for 
agreeing to cover losses on the riskiest portion of a given credit 
portfolio, effectively providing some insurance for bundles of loans 
that frequently total billions of euros. The protection means the 
bank can release some of the regulatory capital it was previously 
required to keep as a backstop for the loans. 



Extreme Rainfall Is Becoming More Frequent and Deadly 
2024-11-04 10:55:12.243 GMT 
 
By Lou Del Bello 
(Bloomberg) -- Torrential rains that triggered floods and landslides 
have killed hundreds of people and displaced millions across parts 
of Africa, Europe, Asia and the US in recent months. 

The unprecedented deluges overwhelmed even communities accustomed to 
extreme weather and showed the limitations of the early-warning 
systems and emergency protocols established in many countries to 
avoid major loss of life. 

Climate scientists have warned that an accelerated water cycle is 
locked into the world’s climate system due to past and projected 
greenhouse gas emissions, and is now irreversible. 

The communities that tend to pay the highest price are often in 
poorer countries, where environments can be more fragile and 
governance more patchy, and there are fewer resources to bounce back 
after a disaster. 

What’s been happening? 

Extreme rains swept eastern Spain in early November, leaving more 
than 200 people dead in one of the deadliest floods in Europe’s 
recent history. A rapid analysis by the research group World Weather 
Attribution found that the disaster was made twice as likely by 
climate change. Record-breaking rainfall in September has driven 
almost 3 million people from their homes and left 1,000 people dead 
in and around the Sahel region of Africa, and triggered mass 
evacuations and port closures around the Chinese megacity of 
Shanghai. 

Central Europe endured some of its worst flooding in years from 
Storm Boris, which caused €2 billion ($2.2 billion) to €3 billion in 
insured losses. More than 200 people have been killed in flooding in 
Nepal since late September that wiped out roads and buildings. 
Hurricane Helene unleashed historic floods on the US Southeast, 
killing at least 166 people. The economic damage could be as much as 
$160 billion, according to a projection from commercial forecasting 
company AccuWeather Inc. That would make it one of the five 
costliest storms in US history. While death tolls from natural 
disasters tend to be lower in richer nations, the unexpected floods 
have found even those countries unprepared. In 2021, at least 220 
people lost their lives in Germany as a result of heavy rains and 
resulting floods. 

Regions such as South Asia, which are historically familiar with 
violent bursts of rain, are struggling to cope too. In late July, 
landslides killed more than 300 people across the Wayanad district 
in the Southern Indian state of Kerala, after heavy rains battered 
its hills for hours. Landslides caused by similar weather conditions 
killed tens of people in the country’s mountainous North. 

  



What is causing more frequent and intense rainfall? 

In its latest review, United Nations scientific body the 
Intergovernmental Panel on Climate Change found that global warming 
was supercharging the planet’s water cycle and causing the weather 
to swing to increasingly severe extremes. 

High concentrations of greenhouse gases in the atmosphere lead to 
rising temperatures on land and at sea. In turn, warmer oceans 
release moisture into the air through evaporation, feeding dense, 
vertical-shaped clouds that can discharge large amounts of rain 
quickly. In some cases, the volume of rainfall that usually occurs 
over one or two days ends up falling in two or three hours. 

According to Deborah Brosnan, a marine and climate scientist who 
owns an environmental consulting firm in Washington, air becomes 
capable of holding exponentially more moisture as it heats up, 
taking on 7% more water on average for every 1C of warming. “If you 
consider that we are now at 1.2C hotter, that amounts to heavy 
rainfall events being on average 8% more intense,” Brosnan said. 

Why are extreme rainfall events becoming deadlier? 

Many human settlements in both industrialized and developing 
countries weren’t designed to withstand the kind of intense and 
sustained rainfall that climate change has brought about. Many of 
those who die aren’t drowned but are buried under mud cascading off 
hills unable to absorb such high volumes of rainwater. Others are 
crushed inside collapsed houses. Heavy rains often compound other 
impacts of climate change that make cities and cultivated areas more 
vulnerable. A study that mapped out climate-vulnerable hot spots in 
India found that areas more subject to hot spells tend to also 
experience more incidents of heavy rain. In such cases, if soil 
dries out due to a prolonged heat wave, it becomes more solid, 
making it harder for rainwater to seep through and exacerbating the 
risk of flooding. 

Waterlogged soil and latent heat along the path of a cyclone can 
feed into the storm as it passes, allowing it to increase in 
strength after making landfall. Scientists have called this 
phenomenon, in which saturated land can influence a storm like the 
sea surface, “brown ocean effect.” This has been cited as one of the 
reasons why Hurricane Helene was so devastating. 

Can climate science help communities cope with extreme weather? 

Recent progress in climate science means it’s now possible to 
accurately gauge the role that climate change played in past extreme 
weather events, and to model future rainfall patterns so that 
governments in vulnerable areas can better prepare for the next 
deluge. 

But the ability of communities to cope with flooding still depends 
on local circumstances such as levels of soil erosion and 
deforestation, the strength of bridges, dams and flood defenses, and 
poverty levels. There’s still no unified knowledge base that 



combines all these factors with climate vulnerabilities in order to 
identify the riskiest situations. 

Who will pay the cost of more frequent extreme rainfall? 

As the risks associated with global warming become more concrete and 
potentially expensive to deal with, some governments and businesses, 
particularly in Asia and Africa, are exploring new financial 
products to fund the cost of recovery. 

One is parametric insurance, which pays out a set amount based on 
the magnitude of the event, not the magnitude of the losses — as is 
the case with traditional weather-related insurance policies. 

Catastrophe bonds that pay out after a natural disaster is declared 
have grown in popularity in recent years. 

Some governments in developing nations are also taking an interest 
in financial products that are triggered by less extreme cases of 
unusual weather. Average trading volumes for these listed “weather 
derivatives” jumped by more than 260% in 2023, according to the CME 
Group. 

How is the threat from extreme rainfall evolving? 

Scientists say their existing models may have underestimated the 
extent to which global warming is causing extreme rainfall, 
particularly in tropical regions. Few regions are likely to be 
spared the impact in coming years, with the IPCC pointing to Africa 
and Asia, North America and Europe as most at risk. 

Beyond the immediate risk of destruction and loss of life, excess 
rain can also compromise food production as it plays a major part in 
soil erosion, depleting nutrients essential for agriculture and 
carbon sequestration. One study suggested that, by 2070, soil 
erosion worldwide may increase by as much as 35%. Even after the 
rains stop and survivors are brought to safety, floods still 
represent a public health hazard. 

Clean reservoirs can be contaminated by sewage, thus carrying 
diseases such as cholera, dysentery, typhoid and polio. Stagnant 
water bodies can become hotspots of vector-borne infection, 
spreading malaria or dengue through mosquitoes. The IPCC has warned 
that as the planet fast approaches the threshold of 1.5C of global 
warming, flooding events will become more frequent, and health 
action plans that include vaccine distribution and improved access 
to potable water among other measures should be put in place. 
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